Frequency domain analysis of transient flow in pipelines; application of the genetic programming to reduce the linearization errors
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Abstract
The transient flow analyzing by the frequency domain method (FDM) is computationally much faster than the method of characteristic (MOC) in the time domain. The FDM needs no discretization in time and space, but requires the linearization of governing equations and boundary conditions. Hence, the FDM is only valid for small perturbations in which the system’s hydraulics is almost linear. In this study, the linearization errors of the FDM applied to a reservoir-pipe-valve system (RPV) are discussed and by using the Genetic Programming (GP), some correction coefficients are defined to reduce them. By applying the correction coefficient at the opening size of the valve, the first frequency of the frequency domain method is modified. Moreover, the responses at higher-order frequencies are evaluated by some new correction factors obtained by the GP. Solving an illustrative example shows that the error of the system can be significantly reduced by using the applied correction factors.
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1. Introduction
In addition to the traditional solution for solving the transient flow governing equations in pipelines by using the numerical methods such as the method of characteristic [1], the characteristics wave method [2], the finite element method [3], and the finite differences method [1]; they can also be solved by the transfer matrix method [4] and the impedance method [5] in
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the frequency domain. The numerical methods in time domain need for discretization of the problem into the time and space and this increases the time of computations. While, in the frequency domain method since there is no need for discretization, the speed transit flow analysis is much higher than the time-domain numerical methods. This problem becomes more serious when a system has a complex mesh or needs to be connected to an optimization model. Another advantage of the frequency domain analysis is that the output of the frequency response function (FRF) does not depend on the type of the system excitation [6]. By applying different types of the excitations to a piping system in the time domain, the pressure head signal will result in different shapes. However, if the Fourier transform of the pressure head signal is taken and divided by the Fourier transform of the applied excitation, the FRF is obtained, which does not depend on the type of excitation. Compared to the characteristics method, the linearization of governing equations and boundary conditions in the frequency domain method (FDM) leads to creating errors in the output of this method. Nowadays the frequency domain is used for analyzing the water hammer phenomena [7-9], leak detection [10-12], and blockage detection [13, 14] is spread like the time domain [15]. Despite many conducted studies using the frequency domain a few studies have been carried out on the error of the frequency domain [16-19].

Lee et al. [16] showed that by increasing the valve opening size during the excitation, the system does not act as linear system and the linearization errors are increased. Lee and Vítkovský [17] introduced the dimensionless parameter, k, which was a criterion for measurement of the head loss at the valve, by dividing a pipe system into two states of friction dominant and valve dominant. For large values of k, the state of the valve is called valve dominant and for small k values, it is called the friction dominant. They represented that for the small values of k, the frequency response method (FRM) showed larger values compared to the method of characteristics, and when k has larger values, the FRM showed smaller values than the method of characteristics. They also investigated the generated errors between the characteristics method and the FRM by using a reservoir-pipe-valve (RPV) system. They indicated that in the openings less than 20%, the system did not show too many errors.

Lee [18] demonstrated that in the small excitations using a RPV system, the obtained values from using the transmission line model and characteristics model are similar. By increasing the magnitude of valve excitation, the created errors between the transmission line model and the characteristics model increases. Additionally, this paper demonstrates that the output of the transfer linear model has only one frequency, while the output of the characteristics model has the highest frequencies, causing a difference in the pressure head output at the time domain between two models. In this paper, the energy phase diagram was used to assess the created errors between the transfer linear model and characteristics model.

Riyahi and Haghighi [19] transmitted the linear equations of the frequency domain to the time domain; they replaced these equations in the MOC and compared them with the outputs of the frequency and full nonlinear MOC. It was concluded that the effect of the linearity or nonlinearity of the steady friction term in the frequency domain output is negligible and the main source of the error is the linear term of the valve equation. In addition, they showed that calibration in the frequency domain, unlike time domain, cannot be done with steady friction term; instead, it can be done with reforming of valve opening rate.

The main aim of this study is reducing the linearization errors of frequency domain analysis of transient flow in the pipeline using the soft computing model of genetic programming (GP). For this purpose, by applying the correction factors obtained by the GP to the valve opening, the output of the frequency domain has been corrected for the first frequency and higher-order
frequencies. Finally, the generality of the proposed modifications is evaluated through solving several different examples and the results are discussed.

2. Governing Equations and Valve Equation

2.1. Governing Equations

For analyzing the transient flow in pipelines, the governing equations must be solved. In many engineering problems, the governing equations on transient flows in elastic pipelines are as follows [20]:

\[
\frac{\partial Q}{\partial t} + gA \frac{\partial H}{\partial x} + \frac{fQQ}{2DA} = 0 \tag{1}
\]

\[
\frac{\partial H}{\partial t} + a^2 \frac{\partial Q}{gA \partial x} = 0 \tag{2}
\]

where, \(Q\) is the discharge, \(H\) is the pressure head, \(g\) is the gravitational acceleration, \(A\) is the pipe cross-section area, \(D\) is the pipe diameter, \(f\) is the Darcy-Weisbach factor, and \(x\) is the location in pipe length.

There are two methods for the analysis of transient flows in the frequency domain; the transfer matrix method and the impedance method. In this study, the transfer matrix method is used, in order to maintain simplicity and easy understanding. In the transfer matrix method, the pressure head and discharge at the upstream and downstream of the system are related to each other through the transfer matrix.

The produced flows in the frequency domain are considered as oscillatory steady flows; therefore, in order to solve the governing equations on the transient flows in pipelines at the frequency domain, firstly, it must be assumed that the discharge, pressure head, and valve opening are equal to the average values plus their fluctuation values.

\[
Q = Q_0 + q^* \tag{3}
\]

\[
H = H_0 + h^* \tag{4}
\]

\[
\tau = \tau_0 + \tau^* \tag{5}
\]

where, \(Q_0\), \(H_0\), and \(\tau_0\) represent the average values and \(q^*\), \(h^*\) and \(\tau^*\) are the fluctuation values around the average value.

Now, by substituting Eqs. (3) to (5) into Eqs. (1) and (2), and eliminating the non-linear term of the momentum equation, the following equation is obtained.

\[
\frac{\partial q^*}{\partial x} + gA \frac{\partial h^*}{a^2 \partial x} = 0 \tag{6}
\]

\[
\frac{\partial h^*}{\partial x} + \frac{1}{gA} \frac{\partial q^*}{\partial t} + \frac{fQ_0}{gDA^2} q^* = 0 \tag{7}
\]

By applying the Fourier transform on Eqs. (6) and (7), the following equations can be written:
\[ \frac{\partial q}{\partial x} + \frac{gA}{a^2} h j \omega = 0 \tag{8} \]

\[ \frac{\partial h}{\partial x} + \frac{1}{gA} q j \omega + \frac{f Q_0}{gDA^2} q = 0 \tag{9} \]

where, \( q \) and \( h \) are the Fourier transform of \( q^* \) and \( h^* \) values. Also, \( \omega \) is the angular frequency and \( j = \sqrt{-1} \). By solving Eqs. (8) and (9), the following equations are obtained:

\[ q_D = -\frac{h_U}{Z_c} \sinh(\mu x) + q_U \cosh(\mu x) \tag{10} \]

\[ h_D = -Z_c q_U \sinh(\mu x) + h_U \cosh(\mu x) \tag{11} \]

\[ z_c = \frac{\mu a^2}{j \omega gA} \tag{12} \]

\[ \mu^2 = \frac{AA \omega}{a^2} \left[ \frac{j \omega}{gA} + \frac{f Q_0}{gDA^2} \right] \tag{13} \]

where, \( Z_c \) and \( \mu \) are called the characteristic impedance and the propagation constant, respectively. The subscripts \( U \) and \( D \) are also referred to as the upstream and downstream of the pipe, respectively. Thus, the field matrix with respect of Eqs. (10) to (13) can be written as follows:

\[
F = \begin{bmatrix}
\cosh(\mu x) & -\frac{1}{Z_c} \sinh(\mu x) & 0 \\
-Z_c \sinh(\mu x) & \cosh(\mu x) & 0 \\
0 & 0 & 1
\end{bmatrix}
\tag{14}
\]

### 2.2. Valve Equation

The valve equation can be written as follows [4]:

\[ \frac{Q}{Q_0} = \frac{C_d A}{(C_d A)_0} \left( \frac{H}{H_0} \right)^{1/2} \tag{15} \]

in which, \( C_d \) is the coefficient of discharge and \((C_d A)_0 \), \( C_d A \) are equal \( \tau_0 \) and \( \tau \), respectively. By replacing Eqs. (6) and (7) into the Eq. (15), the following equation can be achieved:

\[ \left( 1 + \frac{q^*}{Q_0} \right) = \left( 1 + \frac{\tau^*}{\tau_0} \right) \left( 1 + \frac{h^*}{H_0} \right)^{1/2} \tag{16} \]

The Expression \( \left( 1 + \frac{h^*}{H_0} \right)^{1/2} \) in Eq. (16) can be approximated by Taylor expansion.
\[
(1 + \frac{q^*}{Q_0})^2 = \left(1 + \frac{\tau^*}{\tau_0}\right)\left(1 + \frac{h^*}{H_0}\right)^{1/2} = \\
(1 + \frac{\tau^*}{\tau})(1 + \frac{1}{2} \frac{h^*}{H_0} - \frac{1}{8} \left(\frac{h^*}{H_0}\right)^2 + \frac{3}{48} \left(\frac{h^*}{H_0}\right)^2 + \cdots) 
\]

With removing the non-linear terms in Eq. (17), the following equation is obtained.
\[
(1 + \frac{q^*}{Q_0}) = 1 + \left(\frac{\tau^*}{\tau_0}\right) + \left(\frac{1}{2} \frac{h^*}{H_0}\right) 
\]

By applying the Fourier transform in Eq. (18), the following equation can be achieved:
\[
h - \frac{2H_0}{Q_0} q + \frac{2H_0}{\tau_0} \Delta \tau = 0 
\]
in which, \(\Delta \tau\) indicates the Fourier transform of \(\tau^*\) and equals to maximum valve opening.
The point matrix can be written using Eq. (19), as follows:
\[
P = \begin{bmatrix}
\frac{1}{2H_0} & 0 & 0 \\
\frac{2H_0}{Q_0} & 1 & \frac{2H_0}{\tau_0} \\
0 & 0 & 1
\end{bmatrix} 
\]

2.3. Overall Matrix

The overall matrix can be achieved by multiplying the point matrix to the field matrix. Accordingly, by multiplying Eq. (20) in Eq. (14), the overall matrix can be obtained, as follows:
\[
U = \begin{bmatrix}
\frac{1}{2H_0} & 0 & 0 & \cosh(\mu x) & -1 & \frac{1}{Z_c} \sinh(\mu x) & 0 \\
\frac{2H_0}{Q_0} & 1 & \frac{2H_0}{\tau_0} & -Z_c \sinh(\mu x) & \cosh(\mu x) & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1
\end{bmatrix} 
\]

3. Genetic Programming

The GP is one of the branches of artificial intelligence and nowadays it has been applied in many water engineering researches [21, 22]. The best relationship between outputs can be obtained by applying several steps through data-driven models [23]. One of the branches of data-driven models is artificial intelligence. Artificial intelligence is a computational approach that solves the problems based on the imitation of human learning [24]. Methods like artificial neural networks (ANNs) and GP are the branches of artificial intelligence. The model recognition methods can be categorized based on colour, including [25]; (a) White Box: these methods are based on physical and mathematical relationships, (b) Black Box: these models are data-driven models, in which the relationship between inputs and outputs
of a system is unknown, and (c) Grey box: they are conceptual systems that create a mathematical relationship between inputs and outputs of a system and make it available for the users. According to the above-mentioned categories, GP and ANNs are considered as the grey and black categories, respectively.

GP is an evolutionary computation method which solves the problem without knowing the solution and/or recognition of it by the user [26]. GP is derived from the genetic algorithm (GA) method and treats according to the genetic rules. This model was first discovered by Carmer [27]; then developed by Koza [28]. The difference between the GA and GP method is that the GA method is used to find the best value for a series of parameters for the model, while the GP provides a structure to associate the input data to the output data [23]. In fact, the GA optimizes the parameters, whereas the GP performs the modelling. In GP firstly, a population from the computer programs is generated using one of the three, full, Growing, and ramped half-and-half methods. A program, which is formed in the GP method, consists of two main parts, terminals and functions. The terminals include non-numeric and numeric variables and the functions include mathematical operators and functions, Boolean operators, and logical expressions. The output of a program can be illustrated like a tree (Fig. 1). Functions and terminals have been shown in the Fig. 1. Functions are placed in the middle points and terminals in the branches.

After generating the initial population from the programs, the parents are selected based on their fitness. The fitness value is usually obtained according to the errors created between the predicted and observed values. Parent selection is performed based on the fitness and by using one of the three methods of Roulette Wheel, Ranking, and Tournament. After selecting the parents, one of the three Crossover, Mutation, or Reproduction methods is used for creating the next generation. The single point crossover method is chosen as the crossover point for both parents. Then, the new offspring is produced with a combination of two sub-roots of the chosen location. The crossover method is shown in Fig. 2. The mutation method has different types, where, the point mutation method is one of the common types. In this method, one point in a tree is randomly selected as a mutation point and if that point is a function, it is converted to another function and, similarly, if it is a terminal, it is converted to another terminal. Another type of mutation is a sub-tree mutation. In this method, one point of the tree is selected as the mutation point; then, all of the members below this point are substituted by new members. The point mutation method has been
shown in Fig. 3. In the reproduction method, a program is selected based on fitness and it is transferred to the next generation. After creating the new generation, the same cycle as described above is repeated until the number of iterations is finished; then, the best program among the available programs is selected in accordance with fitness.
4. Reducing Error with Genetic Programming

In this research, as shown in Fig. 4, a simple RPV system was used. This system consists of a reservoir with 50 m head at its upstream, a pipe with 1000 m length, 250 mm diameter, Darcy friction factor of 0.021 and wave speed of 1000 m/s. The excitation is produced by the valve which is sinusoidal excited and is located at the end of RPV system.

![Fig. 4 Reservoir-Pipe-Valve system](image)

The results of the FDM have been compared with the results of the MOC in Fig. 5, using the provided system in Fig. 4. In this system, the valve has been excited sinusoidal with the theoretical frequency of the system \( f_{thr} \) which is equal to \( \frac{a}{4L} \) and \( C_d \) is 0.8. The results have been compared at the location of the valve and the Fast Fourier Transformation (FFT) has been used for transferring the obtained pressure heads from the characteristic method to the frequency domain. Fig. 5 indicates, that the frequency domain only produces the first frequency which is not equal to the output of the characteristic method, due to the large excitation of the valve. Thus, the FDM needs to produce and correct higher-order frequencies in addition to the correction of the first frequency.

![Fig. 5 Comparison of the responses between MOC & FDM](image)

It can be mentioned that the results of the FDM and the MOC are periodically repeated. Therefore, the existing system in Fig. 4 is used and the error between the FDM and the MOC is...
obtained for frequencies 1 to 12 and discharge coefficients 0.3, 0.5, and 0.8 (Fig. 6). Consequently, the corrections can be made for a frequency interval and the other frequencies can also be corrected by the similar corrected frequencies. In this research, the frequency intervals ranging from 1 to 3 have been corrected.

Consequently, the corrections can be made for a frequency interval and the other frequencies can also be corrected by the similar corrected frequencies. In this research, the frequency intervals ranging from 1 to 3 have been corrected.

For correction of the output frequencies, a correction coefficient \( \alpha \) is multiplied to the valve opening. Since, the correction coefficient is considered in the valve relationships in the transfer matrix method; as a result, the point matrix is changed, and it can be rewritten as follows:

\[
P = \begin{bmatrix}
    \frac{1}{2H_0} & 0 & 0 \\
    \frac{Q_0}{1} & 1 & 0 \\
    0 & 0 & 1
\end{bmatrix}
\]

Due to the changes in the point matrix, the overall matrix is also changed. The overall matrix can be rewritten as follows:

\[
U = \begin{bmatrix}
    \frac{1}{2H_0} & 0 & 0 \\
    \frac{Q_0}{1} & \frac{2\alpha H_0 \Delta t}{\tau_0} & 0 \\
    0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    \cosh(\mu x) & -\frac{1}{Z_c} \sinh(\mu x) & 0 \\
    \frac{1}{Z_c} \sinh(\mu x) & \cosh(\mu x) & 0 \\
    0 & 0 & 1
\end{bmatrix}
\]

According to Eqs. (22) and (23), when the correction coefficient equals 1, the same equations described before, are achieved. The following steps are considered for computing the value of \( \alpha \):

a) First, the MOC is applied to the situation that the valve is excited sinusoidal with a specific frequency, a given opening size and discharge coefficient.

b) A FFT is taken from the fluctuations of pressure head around the average value at the valve location.

\[\text{Fig. 6 The linearization error of the FDM for } \omega_r \text{ from 0 to 12 and coefficient of discharge 0.3, 0.5 and 0.8}\]
c) Then, each obtained amplitude at each output frequency is set equal to the output of the FDM.

d) The value of \( q \) is calculated by the following formula. Notice that the value of \( h \) has been calculated from the previous step.

\[
q = \frac{h}{-Z_c} \sinh(\mu x) 
\]  

(24)

e) The value of \( \alpha \) is calculated as follows:

\[
\alpha = q \left( -Z_c \sinh(\mu x) - \frac{2H_0}{Q_0} \cosh(\mu x) \right) \left( -\tau_0 \right) \left( \frac{2H_0}{2H_0 \Delta \tau} \right) 
\]  

(25)

The value of \( \alpha \) has been calculated for the values of \( \Delta \tau \) and \( C_d \) from 0.1 to 0.8 and values of \( \omega \) from 1 to 3. Then, the data has been divided into two categories of training and test data; afterwards, using the GP method, four equations have been achieved for \( \alpha \) based on the input and output frequency, valve opening, and discharge coefficient, these equations are \( \alpha_1 \), \( \alpha_2 \), \( \alpha_3 \) and \( \alpha_4 \) which are related to the first frequency, frequencies 2 and 3, frequencies 4 to 6 and frequencies 7 to 10, respectively. The determined parameters in the GP method are expressed in Table 1:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting of parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>300</td>
</tr>
<tr>
<td>Number of generations</td>
<td>650</td>
</tr>
<tr>
<td>Maximum depth size of a tree</td>
<td>3</td>
</tr>
<tr>
<td>Total nodes</td>
<td>inf</td>
</tr>
<tr>
<td>Function set</td>
<td>+, -, *, power, log, ln, atan, tan, tanh, sin</td>
</tr>
<tr>
<td>Tournament size</td>
<td>3</td>
</tr>
<tr>
<td>Maximum numbers of genes</td>
<td>4</td>
</tr>
<tr>
<td>the range of constant input numbers</td>
<td>[-10, 10]</td>
</tr>
</tbody>
</table>

![Fig 7. flowchart of the \( \alpha \) value computation](image_url)
In this study, the GP is implemented by means of MATLAB toolbox (GPTIPS2). [29, 30]

The equations for the correction coefficients, $\alpha$, are given as follows. Moreover, the values of determination coefficient for each equation are 0.94, 0.95, 0.93, and 0.90, respectively.

\[
\alpha_1 = 12.5 \times \sin(\Delta t^{1.3} \times \tan(C_d)) - 0.93 \times \sin(\tan(C_d^{\tan(\omega_{in})})) + 1.62
\]

\[
\alpha_2 = 5.4 \times \tan(\tan(\Delta t)) \times \tanh(C_d) - 4.63 \times \tan(\Delta t) \times \tanh(C_d) - 1.5
\]

\[
\alpha_3 = 7.4 \times 10^3 \times \omega_{out} \times \tan(C_d) + 0.66 \times \tanh(\Delta t) \times \omega_{out} - 2 \exp(-3)
\]

\[
\alpha_4 = 10.7 \times 10^3 \times \omega_{out} \times \log(\omega_{out}) \times \sin(C_d) - 2.81 \times \Delta t \times 10^3 \times \omega_{out} \times \omega_{out} \times \sin(C_d)
\]

5. Examples

To investigate the efficiency of the obtained correction coefficients and their generality in different situations the provided systems in Table 2 have been used. In these examples, the systems with different properties like the length, wave speed, Darcy-Weisbach factor have been used that are presented in Table 2. In all examples, oscillatory-state flows are generated by sinusoidal exciting the vale.

Each system is implemented one time using the MOC, then the obtained fluctuations of the pressure head are transferred into the frequency domain by the FFT. The pressure head amplitudes obtained by the MOC are adopted as the exact solutions. After that, each system has been implemented by the standard FDM (SFDM) and modified FDM (MFDM). Finally, the results of the SFDM and MFDM are compared with MOC.

<table>
<thead>
<tr>
<th>Example</th>
<th>a (m/s)</th>
<th>d (m)</th>
<th>L (m)</th>
<th>f</th>
<th>$H_{in}$ (m)</th>
<th>$C_d$</th>
<th>$\omega_r$</th>
<th>$\Delta t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1000</td>
<td>0.25</td>
<td>1000</td>
<td>0.021</td>
<td>50</td>
<td>1</td>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>2</td>
<td>1200</td>
<td>0.4</td>
<td>1000</td>
<td>0.022</td>
<td>10</td>
<td>1</td>
<td>2.5</td>
<td>0.8</td>
</tr>
<tr>
<td>3</td>
<td>800</td>
<td>0.3</td>
<td>800</td>
<td>0.02</td>
<td>20</td>
<td>0.5</td>
<td>1.5</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>1000</td>
<td>0.45</td>
<td>1000</td>
<td>0.02</td>
<td>30</td>
<td>0.8</td>
<td>2</td>
<td>0.6</td>
</tr>
<tr>
<td>5</td>
<td>1200</td>
<td>0.25</td>
<td>1200</td>
<td>0.022</td>
<td>50</td>
<td>0.3</td>
<td>2.5</td>
<td>0.3</td>
</tr>
<tr>
<td>6</td>
<td>1100</td>
<td>0.25</td>
<td>900</td>
<td>0.022</td>
<td>10</td>
<td>0.3</td>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>7</td>
<td>1200</td>
<td>0.35</td>
<td>800</td>
<td>0.022</td>
<td>40</td>
<td>1</td>
<td>2</td>
<td>0.6</td>
</tr>
<tr>
<td>8</td>
<td>1000</td>
<td>0.15</td>
<td>1000</td>
<td>0.02</td>
<td>20</td>
<td>0.2</td>
<td>2.5</td>
<td>0.2</td>
</tr>
<tr>
<td>9</td>
<td>800</td>
<td>0.25</td>
<td>900</td>
<td>0.02</td>
<td>35</td>
<td>0.5</td>
<td>1.4</td>
<td>0.7</td>
</tr>
<tr>
<td>10</td>
<td>1000</td>
<td>0.2</td>
<td>800</td>
<td>0.021</td>
<td>22</td>
<td>0.4</td>
<td>2.3</td>
<td>0.6</td>
</tr>
<tr>
<td>11</td>
<td>1200</td>
<td>0.1</td>
<td>600</td>
<td>0.018</td>
<td>40</td>
<td>0.95</td>
<td>1.7</td>
<td>0.4</td>
</tr>
<tr>
<td>12</td>
<td>1100</td>
<td>0.15</td>
<td>1000</td>
<td>0.02</td>
<td>50</td>
<td>0.5</td>
<td>2.6</td>
<td>0.3</td>
</tr>
</tbody>
</table>

As earlier discussed, the system’s nonlinearities not only cause the FRM to under predict or over predict the system response at the excitation frequency but also produces responses at higher-order frequencies which are completely missed by the SFRM. In this research with introducing correction factor that is named $\alpha_3$ can reform the first frequency of SFDM. To generate higher-order frequencies, these frequencies are made like the first frequency. Then by applying correction coefficients that are named $\alpha_2$, $\alpha_3$ and $\alpha_4$ they can be approximated to their
actual values. The output of SFDM, MFDM and MOC are shown in Fig. 8.

Table 3 represents the errors between the MOC and the SFDM, as well as the errors between the MOC and the MFDM for the first frequency output. This table shows a significant reduction in errors by applying correction coefficients in the SFDM.

**Table 3. Error between MOC and SFDM and also MOC and MFDM in the first frequency output**

<table>
<thead>
<tr>
<th>Example</th>
<th>Error between MOC &amp; SFDM ($\omega_1$)</th>
<th>Error between MOC &amp; MFDM ($\omega_1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>75.67</td>
<td>6.06</td>
</tr>
<tr>
<td>2</td>
<td>76.99</td>
<td>0.3</td>
</tr>
<tr>
<td>3</td>
<td>33.69</td>
<td>4.16</td>
</tr>
<tr>
<td>4</td>
<td>41.29</td>
<td>16.74</td>
</tr>
<tr>
<td>5</td>
<td>19.38</td>
<td>3.26</td>
</tr>
<tr>
<td>6</td>
<td>59.72</td>
<td>25.59</td>
</tr>
<tr>
<td>7</td>
<td>44.64</td>
<td>11.98</td>
</tr>
<tr>
<td>8</td>
<td>17.73</td>
<td>1.65</td>
</tr>
<tr>
<td>9</td>
<td>60.16</td>
<td>0.016</td>
</tr>
<tr>
<td>10</td>
<td>45.32</td>
<td>2.47</td>
</tr>
<tr>
<td>11</td>
<td>23.27</td>
<td>5.16</td>
</tr>
<tr>
<td>12</td>
<td>16.52</td>
<td>6.82</td>
</tr>
</tbody>
</table>

**6. Conclusion**

Despite the advantages of the FDM, such as fast computations and providing more insight towards the system, it suffers from a big limitation that is the linearization of the non-linear equations. Linearization causes this method to only have an exact response for small excitations and when the system loses its linearization state, it is not able to make accurate predictions. Furthermore, this method is not capable to produce higher-order frequencies. Despite increasing the application growth of the frequency domain in water engineering; Althogh currently, there are few investigations on reducing the frequency domain errors. In this study, by using GP which has been one of the most widely used tools in the recent years in various fields such as water engineering, it is possible to correct the response output of the frequency domain for the first frequency and for higher frequencies, they can be corrected after producing each of them. This correction coefficient depends on the input and output frequencies, valve opening, and discharge coefficient. The coefficient obtained from GP is multiplied to the valve opening; then by correcting the relevant output, the FRM is improved. In accordance with the mentioned examples, in the worst situation, the error value of the first frequency has decreased from 76.98 to 0.3 %.
Fig. 8 Responses of the examples in the frequency domain
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