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Abstract 
In this paper, the axisymmetric flow toward a pumping well has been numerically solved by the 

cell-centered finite volume method. The numerical model is discretised over unstructured and 

triangular-shaped grid which allows simulating inhomogeneous and complex-shaped domains. 

Due to the non-orthogonality of the irregular grids, the multipoint flux approximation (MPFA) 

schemes are used to discretize the flux term. In this work, the diamond scheme as the MPFA 

method has been employed and the least square method is applied to express the full discrete 

form of the vertex-values of the hydraulic head. The scheme has been verified via the Theis 

solution, as a milestone in well hydraulics. The numerical results show the capability of the 

developed model in evaluating transient drawdown in the confined aquifers. The proposed 

numerical model leads to the stable and local conservative solutions contrary to the standard 

finite element methods. Also this numerical technique has the second order of accuracy. 

 

Keywords: Axisymmetric radial flow, Cell-centered finite volume method, MPFA method, 

Diamond scheme. 
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1. Introduction  
Groundwater accounts for about 30 percent of the world's supply of fresh water. In arid and 

semi-arid regions this resource serves as an alternative to the surface reservoirs of water. These 

issues make well hydraulics an important aspect in hydrological and water science problems. 

The mathematical analysis of well pumping on head decline in confined aquifers first provided 

by Theis in 1935 [1]. The analytical solutions for other types of aquifers such as leaky and 

unconfined aquifer were obtained by Hantush and Jacoub [2] and Neuman [3-6], respectively. 

However, the analytical solutions are limited to the ideal cases. Thus, numerical methods have 

been developed to model the real and complicated circumstances. Despite the traditional 

numerical schemes such as the standard finite element method developed extensively to model 

the groundwater problems, it suffers from the numerical oscillations especially in 

inhomogeneous porous media [7-10]. In order to resolve the numerical instabilities and provide 
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mass conservative solution, the finite volume methods (FVMs) have been formulated to simulate 

the groundwater flow equation [10-15]. Since the unstructured grid is the most efficient and 

flexible mesh to model the complex geometries and sharp heterogeneities [16], this type of mesh 

is applied in this study. Due to non-orthogonality of the irregular grids, MPFA schemes are used 

to discretize the flux term [17,18]. In this work, the diamond scheme as the MPFA method has 

been employed on the unstructured triangular grids [19-23]. Moreover, the least square method 

is applied to express the full discrete form of the vertex-values of the hydraulic head. This 

procedure results in the cell-centered finite volume method (CC-FVM). It was demonstrated in 

[15, 21] that this scheme provides second-order accurate solutions. 

In [13], this discretization scheme was combined with the mechanics equation to simulate the 

Biot's model [24] in two-dimensional domain. It was illustrated that the proposed numerical 

method result in stable and local conservative solutions. In addition, it was shown that the 

unstructured grid makes the model well-suited for simulating heterogeneous domains and 

complicated geometries [13].  

The axisymmetric flow toward a pumping well has been numerically solved by the cell-

centered finite volume method. Since the computational cost of the axially symmetric model is 

less than the equivalent three dimensional one, this simplification has been assumed in the 

formulations. Indeed, in this study the effectiveness of the model in simulating flow in confined 

aquifer subjected to pumping has been investigated. 

2. Mathematical formulation  
The governing equation for fluid flow in a confined aquifer is:  

𝑆𝑠

𝜕ℎ

𝜕𝑡
+ div𝐯 = 𝑓 (1) 

 

where 𝑆𝑠 is the specific storage coefficient which can be defined as 𝜌𝑤𝑔(𝛼 + 𝑛𝛽), 𝐯 = �̅�∇ℎ is 

the Darcy's velocity, ℎ denotes the hydraulic head and �̅� is the tensor form of the hydraulic 

conductivity. t is time, 𝜌𝑤 denotes the density of fluid, 𝑛 is the porosity and 𝛼 and 𝛽 are the 

compressibility of aquifer and fluid, respectively. Finally, 𝑓 is a sink /source term.  

The required boundary conditions can be written as follows: 

ℎ = ℎ𝐷       on    𝛤ℎ (2) 

𝐯. 𝐧 = 𝑞    on    𝛤𝑞 (3) 

where ℎ𝐷 and 𝑞 are the boundary values of the hydraulic head and flux, respectively. The unit 

normal vector 𝐧 is pointing outward from the boundaries which are defined as: 

𝛤ℎ ∪ 𝛤𝑞 = 𝜕Ω (4) 

𝛤ℎ ∩ 𝛤𝑞 = ∅ (5) 

3. Numerical model 
A detailed description of the numerical formulations is presented in this section. For this 

purpose at the first stage, the FVM method has been applied for discretizing the flow equation 

and then a diamond scheme has been implemented to approximate the flux term. As mentioned 

earlier the variation of the hydraulic properties in the angular direction has been neglected and 

the model simulates the planar domain. 

3.1.1 The CC-FVM 
To apply the FVM, integral of the flow equations is calculated over the generic control 

volume V𝑖: 
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∫ (𝑆𝑠

𝜕ℎ

𝜕𝑡
+ div𝐯) 𝑑V

Vi

= ∫ 𝑓𝑑V
V𝑖

 (6) 

where in the above equation 𝑑V is the volume element which is defined as 𝑟𝑑𝑟𝑑𝜃𝑑𝑧 in the 

cylindrical coordinates. For the axisymmetric case the above equation can be reduced to the 

double integral as follows: 

∫ 𝑟 (𝑆𝑠

𝜕ℎ

𝜕𝑡
+ div𝐯) 𝑑Ω

Ωi

= ∫ 𝑟𝑓𝑑Ω
Ω𝑖

 (7) 

where 𝑑Ω is the area element such that 𝑑Ω = 𝑑𝑟𝑑𝑧, Ωi  denotes the two dimensional control 

volume and 𝑟 and z are the radial and axial coordinates, respectively. By implementing theorem 

of Gauss–Green to Eq. (7), the integral form of the flow equation will read as: 

∫ 𝑟 (𝑆𝑠

𝜕ℎ

𝜕𝑡
) 𝑑Ω

Ωi

− ∫ 𝐧. �̅�∇ℎ
𝜕Ωi

𝑟𝑑Γ = ∫ 𝑟𝑓𝑑Ω
Ωi

 (8) 

The symbols 𝜕Ωi denotes the control volume's boundary. With approximating hydraulic head 

and the source/sink term at the centroid of the control volumes, the discretized form of the flow 

equation is obtained as follows: 

�̅�𝑆𝑠

𝜕ℎ𝑖

𝜕𝑡
|Ωi| + ∑ 𝑟𝑒𝑉𝑖𝑗|Γ𝑖𝑗|

Γ𝑖𝑗𝜖𝜕Ωi

= �̅�𝑓𝑖|Ωi| (9) 

in which ℎ𝑖 is cell-averaged value of the hydraulic head. Γ𝑖𝑗  is the internal edge between two 

adjoining cells (Ωi and Ωj) and the absolute value of Γ𝑖𝑗 (|Γ𝑖𝑗|) represents its length. 𝑉𝑖𝑗 denotes 

the flux across this edge and |Ωi| is used to present area of the control volume. �̅� and 𝑟𝑒 denote 

the radial distances from the cell center and the midpoint of the edge Γ𝑖𝑗. 𝑓𝑖 indicates the cell 

average of the sink/source term. 

The velocity term is discretized with the equation proposed by Coudière et al. [20]: 

𝑉𝑖𝑗 = −
1

|Γ𝑖𝑗|
∫ 𝐧. �̅�∇ℎ

Γ𝑖𝑗

𝑑Γ   (10) 

In the next section this integral flux has been approximated by a multipoint flux scheme [13, 18-

20]. Fig. 1 depicts the different parameters introduced in the equations. 
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Figure 1. Symbols used in the numerical formulations 

3.1.2 Approximating flux integral 
As mentioned earlier, a diamond scheme as a multipoint flux approximation is applied to 

evaluate the flux at the interface of the cells. In this procedure, the gradient of hydraulic head is 

calculated with the values of head at the vertices and center of the cells [18-20, 22, 25]. Indeed, 

using only cell center values of hydraulic head result in inaccurate solution for the unstructured 

grids [18, 25]. The gradient of hydraulic head across the boundary Γ𝑖𝑗 is given by [13, 15, 19, 20, 

23]:  

𝝍𝑖𝑗 = (
ℎ𝑗 − ℎ𝑖

𝐷𝑖𝑗
− cot 𝜃

ℎ𝐽 − ℎ𝐼

|Γ𝑖𝑗|
) 𝐧ij +

ℎ𝐽 − ℎ𝐼

|Γ𝑖𝑗|
𝐭ij (11) 

In the above equation, 𝐧ij indicates the unit normal of Γ𝑖𝑗 and is assumed that pointing from i to j 

(Fig. 2), and 𝐭ij is the tangent vectors of the respective face. As illustrated in figure 2, ℎ𝑖 and ℎ𝐼 

are the head values at the centroid of cell 𝑖 and vertex 𝐼, and  ℎ𝑗 and ℎ𝐽 are the corresponding 

values at the center of the control volume 𝑗 and node  𝐽, respectively. As shown in Fig.2, the 

parameter 𝐷𝑖𝑗  is defined as 𝐷𝑖𝑗 = 𝑑𝑖𝑗 + 𝑑𝑗𝑖 , in which 𝑑𝑖𝑗  and 𝑑𝑗𝑖  are the length of the lines 

between points 𝑖 and 𝑗 and the cell face, respectively [13, 15, 19, 20, 23]. Other parameters in 

Eq.(11) are illustrated in Fig.(2). 

 

Figure 2. Parameters used in the multipoint flux stencil 
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Combining Eq. (10) and (11), yields the full discrete form of flux as [13, 19, 20]: 

𝑉𝑖𝑗 = −𝜿𝝍𝑖𝑗. 𝐧ij (12) 
In the above equation, the conductivity tensor 𝜿 is the full matrix which can be expressed as 

follows [13, 19, 20]: 

𝜿 =
1

|Γ𝑖𝑗|
∫ �̅�

Γ𝑖𝑗

𝑑Γ = [
𝜅𝑛𝑛 𝜅𝑛𝑡

𝜅𝑡𝑛 𝜅𝑡𝑡
]  in (𝐧ij, 𝐭ij) (13) 

By substituting Eqs. (10) and (12) into Eq. (11), the numerical flux reads as [13, 19, 20, 23]: 

𝑉𝑖𝑗 = −𝜅𝑛𝑛

ℎ𝑗 − ℎ𝑖

𝐷𝑖𝑗
− (𝜅𝑛𝑡 − cot 𝜃𝜅𝑛𝑛)

ℎ𝐽 − ℎ𝐼

|Γ𝑖𝑗|
 (14) 

 

 

Finally by interpolating head values at vertices in terms of the cell center values, the FV 

discretization will be completed [18, 20]. Averaging procedure for computing the weight factors 

is the least squares algorithm [15, 19-22]. By applying this averaging procedure, ℎ𝐼 is calculated 

as follows: 

ℎ𝐼 = ∑ 𝑤𝑖ℎ𝑖

𝑁𝐼

𝑖=1

 (15) 

The above summation is done over the cells common to the point I, and the weighting function 

𝑤𝑖 is defined for any control volume sharing vertex 𝐼 as [13, 19, 20]: 

𝑤𝑖 =
1 + 𝛬𝑟(𝑟𝑖 − 𝑟𝐼) + 𝛬𝑧(𝑧𝑖 − 𝑧𝐼)

𝑁𝐼 + 𝛬𝑟𝑅𝑟 + 𝛬𝑧𝑅𝑧
 (16) 

where 𝑟𝑖 and 𝑟𝐼 are the radial distances of the cell center 𝑖 and vertex 𝐼, respectively. 𝑧𝑖 and  𝑧𝐼 

denote the vertical distances of 𝑖 and 𝐼 from the z-axis. Also the following equations are used to 

formulate other functions in Eq. (16) [13, 19, 20]: 

𝛬𝑟 =
𝐼𝑟𝑧𝑅𝑧 − 𝐼𝑧𝑧𝑅𝑟

𝐼𝑟𝑟𝐼𝑧𝑧 − 𝐼𝑟𝑧
2  (17) 

𝛬𝑧 =
𝐼𝑟𝑧𝑅𝑟 − 𝐼𝑟𝑟𝑅𝑧

𝐼𝑟𝑟𝐼𝑧𝑧 − 𝐼𝑟𝑧
2  (18) 

𝐼𝑟𝑟 = ∑(𝑟𝑖 − 𝑟𝐼)2

𝑁𝐼

𝑖=1

   (19) 

𝐼𝑧𝑧 = ∑(𝑧𝑖 − 𝑧𝐼)2

𝑁𝐼

𝑖=1

 (20) 

𝐼𝑟𝑧 = ∑(𝑟𝑖 − 𝑟𝐼)

𝑁𝐼

𝑖=1

(𝑧𝑖 − 𝑧𝐼)   (21) 

𝑅𝑟 = ∑(𝑟𝑖 − 𝑟𝐼)

𝑁𝐼

𝑖=1

      (22) 

𝑅𝑧 = ∑(𝑧𝑖 − 𝑧𝐼)

𝑁𝐼

𝑖=1

   (23) 
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By substituting Eqs. (15) and (16) into Eq.(14), the final discrete form of this equation can be 

obtained. The similar procedure has been performed for all faces of each control volume to 

complete discretization of Eq.(9). 

4 Numerical result 
To verify the proposed scheme, the Theis solution has been solved and the numerical results 

have been compared with the analytical solutions. The validation demonstrates the effectiveness 

of the numerical technique for modeling the radial flow toward wells in confined aquifers. 

Moreover, to construct the triangular grids, NETGEN algorithm has been implemented as the 

mesh generator tool [26] and all of the numerical codes have been written in MATLAB 2010 

software. 

The first analytical solution for the drawdown problem in the confined aquifer was derived by 

Theis (1935) [1]. To simplify the problem the following assumptions have been made in the 

Theis solution: 

1. The confined aquifer is considered as a homogeneous, isotropic porous media and has  

infinite horizontal extent.  

2. The piezometric surface is considered horizontal prior to pumping. 

3. The well is fully penetrated and the pumping rate is constant. 

4. The radial flow towards well is horizontal.  

5. The radius of the pumping well is very small. 

6. The layer has uniform extent and confined top and bottom.  

7. Water is released from the porous media as head declines [27, 28]. 

These conditions are illustrated in Fig. 3. With the above assumptions, the drawdown 𝑠′ is 

calculated as [27, 28]: 

𝑠′ =
𝑄

4𝜋𝑇
∫

𝑒−𝑦

𝑦

∞

𝑢

𝑑𝑦 (24) 

where 𝑄 is the pumping rate, 𝑇 denotes transmissivity, the parameter 𝑢 is defined as  
𝑟2𝑆

4𝑇𝑡
 and 𝑆 is 

the storage coefficient [27,28].  

 

Figure 3. Schematic of the Theis problem 

To solve the problem following values are considered for the confined aquifer: 
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Table 1. Hydraulic parameters of the porous medium 

Parameters Values 

Thickness of the aquifer 25 𝑚 

Horizontal extent 500 𝑚 

 Pumping rate 𝑄 = 0.2 𝑚3/𝑠𝑒𝑐 

Transmissivity 𝑇 = 6.37 × 10−2𝑚2/𝑠𝑒𝑐 

Storage coefficient 𝑆 = 8.49 × 10−4 

 

The computational mesh is shown in Fig.4. In Fig.5, the numerical and analytical solutions are 

compared. As illustrated in Fig. 5, numerical results closely correspond to the analytical 

solutions. 

 

Figure 4. Theis problem: Grid layout 

 
Figure 5. Theis problem: comparison between numerical and analytical solutions 

5. Conclusions 
This study presents a mass conservative method to model the axisymmetric groundwater 

flow toward a pumping well. Since the MPFA methods use head values in more than two cells 

in the unstructured grids, applying this scheme improves the accuracy of the result. 
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Furthermore, the diamond method has been implemented to construct the flux expression in 

terms of head values at the vertices and cell centers. Moreover, to interpolate the hydraulic 

values at the vertices, the least square method has been applied. Finally, to investigate the 

efficiency of the proposed numerical scheme, the model is verified against the Theis solution as 

a milestone in well hydraulics. The result illustrates that the model successfully simulates the 

transient drawdown in the confined aquifers. 
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Abstract 
Slide gates are one of the most common gates used in hydraulic structures. These gates are often 

in practice hydraulically submerged. The usual method to determine the flow passes through the 

gate is solving simultaneously the energy and the momentum nonlinear equations by a numerical 

method. In this manuscript, a large number of various cases of gate sizes and flows are 

considered and solved numerically by using these two equations to obtain a database. This 

database is converted to dimensionless groups and then a direct relationship is developed by 

using three-dimensional curve fitting. The results obtained by the developed relationship are 

compared with those obtained by the numerical common method. The comparison results in a 

good agreement which indicates that the developed relationship is accurate and simple to be used 

in the design of slide gates. 
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1. Introduction  
Slide gates are common in irrigation networks, used for controlling the flow in channels. The 

flow passes the gate may result in either a free or submerged hydraulic jump when interacts with 

the tailwater. The outflow is said to be free when the issuing jet of the supercritical flow is open 

to the atmosphere and is not submerged.  The outflow is known as submerged, if the tailwater 
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depth, 3y is greater than the conjugate depth needed to form a hydraulic jump. The commonly 

observed case is the submerged one. Figures 1 and 2 show the free and submerged hydraulic 

jumps, respectively. 

Henry [1] conducted experiments on free and submerged slide gates and showed the 

experimental results in terms of the gate flow coefficient, dC  as a function of 
Gy

y1 and
Gy

y3 . Rao 

and Rajaratnam [2] also showed a good accord between theory and experiment for the case of 

submerged flow from a culvert which is similar to the case of the submerged flow from the slide 

gate.  

 

Rajaratram and Subramaniya [3] have developed the following equation for gates in which 

free hydraulic jumps occur: 

12gybyCQ Gd  (1) 

 
Figure 1. Free hydraulic jump in a slide gate 

 
Figure 2. Submerged hydraulic jump in a slide gate 

 

In which Q is the flow discharge passes through the gate, dC is the gate flow coefficient, b is 

the gate width, Gy  is the gate opening, 1y  is the flow depth upstream the gate, 2y is the 

contracted jet depth going out the gate opening, y is the water depth just behind the gate, and 3y  

is the taiwater depth. Rajaratnam [4] proved that the gate flow coefficient is a function of  

1/ yyG . Garbrecht [5] developed Equation (2) for the gate flow coefficient, dC . Henry [1] 
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proved that dC has the form shown in Equation (3). Swamee [6] obtained Equation (4) for the 

coefficient dC . 

1
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G

d
yy
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C  (3) 

Swamee [7] in his research has shown that the flow coefficient in submerged gates depends 

on the tailwater depth in addition to the gate opening and the flow depth upstream of the gate. 

Ferro [8] and Negam et al., [9] et al. studied the case of the simultaneous flow over and under 

the gate. Negam [10] developed equations to determine the combined flow over a weir and under 

the gate. 

No direct explicit equation has been developed to calculate the flow through submerged 

gates. In this research, a new direct explicit relationship to calculate the flow in terms of the gate 

dimensions, upstream flow depth, gate opening, tailwater depth is developed. 

 

2. Materials and methods 

2.1. Traditional common method 
The flow discharges pass through the gate can be found by the traditional common method in 

which the energy equation between upstream and cross section 2 and the momentum equation 

between this cross-section and the tailwater depicted in Figure 2 are solved simultaneously. The 

energy and momentum equations are given in Equations (5) and (6), respectively: 

2

2

2

2

1

2

1
)(2)(2 byg

Q
y

byg

Q
y   (5) 

in which Gyy 61.02   
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)(
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2 3
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33

2

2

byg

Qbyy

byg

Q
by

y
  (6) 

The nonlinear Equations (5) and (6) are solved by using the solver in Excel program to obtain 

the unknowns Q and y. 

A large number of cases of submerged gates including various gate dimensions, upstream 

flow depths, gate openings, and tailwater depths are regarded and solved as indicated above to 

produce a database covering almost all possible cases in practice. The produced database covers 

the followings: 
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Some of the results by the above-explained traditional method are given in Table 1. 

 
Table 1. Some of the results obtained by the traditional method for submerged gates 

2.2 The developed equation using non-linear optimization 
The involved variables in the problem are converted to dimensionless groups by using 

dimensional analysis. The resulted dimensionless groups are as follows: 

3
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3
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 is considered as a function of 

1y

yG and 
1

3

y

y
. Many types of functions with unknown 

coefficients are regarded and by using the Generalized Reduced Gradient (GRG) nonlinear 

optimization method, the function which results in the best fit in which the summation of the 

squares of the differences between the obtained function and the given points is minimized.  The 

type of the function which results in the maximum correlation coefficient was as given in the 

following: 

3 3
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(7) 

The correlation coefficient, r
2
, of the function given in Equation (7) is equal to 0.9997 which 

indicates that the developed equation is accurate enough to be used for the design of the 

y1(m) b(m) yG(m) y3 (m) Q(m3/s) y(m) y2 (m) 

0.8 2 0.568 0.75 1.3 0.654 0.3465 

1 1 0.312 0.8 0.5 0.66 0.1904 

1 1 0.451 0.8 0.9 0.495 0.2749 

1 2 0.393 0.8 1.4 0.59 0.2397 

1 3 0.404 0.8 2.2 0.576 0.2465 

1 3 0.507 0.9 2 0.786 0.3093 

1 5 0.425 0.8 4 0.548 0.2593 

1 6 0.312 0.8 3 0.66 0.19 

1 4 0.205 0.7 1.5 0.549 0.1252 

1 4 0.409 0.8 3 0.569 0.2496 

1 6 0.381 0.8 4 0.603 0.2323 

1 6 0.435 0.8 5 0.532 0.2652 

1.5 4 0.579 1.2 5 0.896 0.353 

1.5 4 1.073 1.4 7 1.205 0.6544 

1.5 4 0.503 1.3 3.2 1.168 0.3068 
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submerged slide gates. 

3. Results and conclusions 
The results of the developed relationship given in Equation (7) are compared with those 

obtained by the traditional method in which the energy and momentum equation are solved 

simultaneously in Table 2 for a wide range of gate dimensions and hydraulic conditions. 

Table 2. Comparison of the discharges obtained by the traditional method and Equation (7) 

y1(m) b(m) yG(m) y3(m) 
Q by traditional 

method(m3/s) 

Q by 

Equation 

(7)(m3/s) 

0.5 0.5 0.333949 0.45 0.18 0.1909 

0.7 0.5 0.398951 0.6 0.3 0.3026 

0.9 0.5 0.564419 0.8 0.45 0.4425 

1 0.5 0.427442 0.8 0.4 0.4035 

0.5 1 0.188622 0.45 0.15 0.1564 

0.8 1 0.46586 0.7 0.7 0.7047 

0.8 2 0.568098 0.75 1.3 1.2968 

1 1 0.450588 0.8 0.9 0.8782 

1 2 0.392881 0.8 1.4 1.414 

1 3 0.507066 0.9 2 2.0721 

1 6 0.311538 0.8 3 3.0127 

1 4 0.205164 0.7 1.5 1.4997 

1.5 4 0.578758 1.2 5 5.0528 

1.5 5 0.951711 1.4 7 7.2311 

2 1 0.703618 1.5 2 1.9761 

2 2 0.703664 1.5 4 3.9525 

2 4 0.584516 1.5 6 6.0158 

2 6 0.935148 1.8 10 10.332 

3 2 0.699138 2 5 4.9815 

3 3 0.781972 2 9 8.7515 

3 5 0.701072 2.8 5 5.0091 

3 7 1.006286 2.5 18 18.125 

6 3 1.070964 5 10 9.9219 

9 3 0.810219 7 10 10.043 

3 9 1.768514 2.7 40 41.119 

2 7 1.097926 1.8 15 15.514 

2 9 0.958327 1.7 20 20.413 

5 9 0.478252 2.7 20 20.028 

4 2 1.12689 3.2 7 6.9948 

4 4 0.713533 3.2 8 7.9459 

4 8 0.91582 3.3 20 19.828 

4.5 9 0.710958 3 25 25.018 

2.5 9 0.3401 2.2 5 5.0064 

5 7 0.529525 3.8 12 12.041 

5 9 1.30796 4 40 39.867 

2.5 10 0.867646 2.1 20 20.181 

4.5 10 1.027884 3.7 30 29.752 

5 4 1.916133 4.3 24 24.384 

5 10 0.905594 3.9 30 29.803 

6 10 0.805722 4.5 30 29.977 

6.5 10 0.452357 3.1 25 24.763 

4.5 10 0.395901 2 20 20.061 

10 4 1.052254 5 30 30.156 

3 10 0.593473 2 20 20.013 

2.5 10 0.618378 1.7 20 19.931 
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3 10 0.657484 2.5 15 14.858 

7 3 0.716452 5.4 8 8.029 

7 6 1.054521 5.7 22 21.913 

7 7 0.371009 5.8 8 7.9331 

8 7 2.143786 7 50 49.674 

8 8 1.689877 7.5 30 30.013 

9 8 1.900035 7 70 69.517 

9 9 0.841116 7.7 25 25.168 

8 4 3.419684 7.4 40 41.392 

9 10 2.529361 8 85 84.564 

10 8 1.028664 6 50 50.082 

5 10 1.099075 4.6 22 21.911 

7 10 1.808016 6 60 59.577 

8 10 2.110436 7 70 69.566 

10 6 1.121588 7 35 35.067 

10 10 1.80164 8 80 79.425 

10 10 3.411529 9.3 100 101.46 

Referring to Table 2 , the results of the comparison show that the discharges calculated by the 

traditional method and proposed method (Equation (7)) are very close to each other. The 

developed equation is an explicit equation which can be used directly to calculate the flow 

discharge through submerged slide gates in a much easier manner compared to the traditional 

method in which two nonlinear equations must be solved simultaneously. Hence, the developed 

equation can be used in the design of submerged slide gates directly due to its simplicity and 

high accuracy. 
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Abstract 
Lime is an effective substance to decrease the swelling of expansive soils. The effective use of 

lime as a stabilizing agent in the presence of sulfate under some circumstances has been 

questioned due to the formation of ettringite. In this research, the effect of the addition of rice 

husk ash (RHA) on the swelling pressure of a bentonite soil (B) modified with lime (L) and 

calcium sulfate or gypsum (G) was investigated. Nine groups of twin compacted samples, 

namely, bentonite soil (B), B + L (3% by dry weight), B+3%L+ 5%G, B+3%L+RHA (5, 10 and 

15% by dry weight, respectively) and B+3%L+5%G+RHA (5,10 and 15%, respectively), were 

prepared and tested immediately for 1-D constant volume swelling pressure measurements. 

Similar groups of samples were prepared and tested after 7 and 28 days of curing. The results 

indicated the effect of RHA in decreasing the magnitude of swelling pressure in comparison with 

untreated and treated soil without RHA. 
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1. Introduction  
The stabilization of expansive clay soils with cementitious materials such as ordinary 

Portland cement and lime has been practiced over the past six decades (e.g. [1-8]). The decrease 

in swelling potential of treated soils with lime is due to the flocculation of soil particles as a 

result of exchanging Ca2+ cations with other cations present on the surface of the clay minerals, 

which causes a reduction in tendency for double layer expansion. The second reason for the 

decrease in swelling potential upon blending lime or cement with expansive soils is due to 

pozzolanic reactions that occur with time between silicates and aluminates that are detached 

from the surface of clay minerals and calcium ions present in the solution. The silicates and 

aluminates are dissociated from the clay mineral surfaces when under alkaline conditions 
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(pH>12) in the presence of lime or cement in excess of 3% of the soil dry weight [9].  

Occasionally, the use of lime or cement for treating expansive soils rich in sulfate-bearing 

minerals has caused more expansion. This expansion is due to the formation and subsequent 

hydration of minerals ettringite and / or thaumasite. The Ca2+ ions in the calcium-based 

stabilizers participate with alumina released from clay minerals and with sulfate in the presence 

of water to form ettringite and/or thaumasite [10-17]. Pakbaz and Keshani [18] showed that the 

presence of 5 to 10% of gypsum caused the initial generation of higher magnitudes of swelling 

pressure compared with those of untreated bentonite soil and bentonite soil treated with 3% of 

lime. 

In several countries such as Iran, India, and Thailand, there are many agricultural waste 

materials produced, such as rice husk (RH) that are mostly dumped or used as fuel. Rice husk is 

produced during the milling process of rice and consists approximately 22% of the weight of the 

rice (Rice Market Monitor, FAO) [19]. The production of RH amounts to approximately 742 

million tons annually (http:www.ricehuskash.com). The RH that remains after burning at 650°C 

consists mainly of silica dioxide (SiO2), which is very reactive with lime (e.g. [20-22]). The 

reactivity of RHA toward lime is strongly dependent on the temperature at which the ash is 

produced [23]. They have shown that RHA is most reactive with lime when burned at 500°C. 

They also indicated that RHA free from cationic impurities showed a higher reactivity. In fact, 

Real et al. [24] showed that when RH was leached with HCl before burning at 600°C, the 

remaining ash was approximately 260 times finer than when it was not leached. The authors also 

indicated that the leaching of RH before burning produces the remaining ash that is free from 

cationic impurities, which make the RHA coarser when they are present.  

Muntohar  and Hantoro [22] showed that increases in the plastic and liquid limits of the 

expansive soil modified with lime increases the RHA content, whereas a decrease in the liquid 

limit and an increase in the plastic limit occurred when RHA was added to natural soil. The 

reason for the increase in limit values may be due to the porous nature of the RHA particles, as 

reported by Viet-Thin-An [25]. Muntohar and Hantoro [22] also showed a decrease in the 

swelling pressure of soil stabilized with lime with the addition of RHA.  

The practical application of the magnitude and time rate of the swelling pressure for clay 

shale was addressed by Mesri et al. [26]. The effect of lime on the swelling pressure of an 

expansive bentonite soil in the presence of sulfate has been studied by Pakbaz and Keshani [18]. 

The effect of RHA as a pozzolan has not been tested in the presence of lime and sulfate together 

before in expansive clays. In this research, the effect of RHA on the swelling pressure of lime-

treated bentonite soil in the presence of sulfate is studied. Three different percentages of RHA 

together with lime and gypsum are mixed with bentonite soil to investigate the effect of RHA. 

2. Materials and methods 

2.1. Bentonite soil 
Bentonite used in this research was supplied from Kashan Doreen factory in Iran. For better 

mixing, bentonite was first passed through a No. 40 US sieve before it was tested according to 

the ASTM D4318-10e1 [27] procedure for determining the Atterberg Liquid and Plastic Limits, 

which were measured to be 179% and 36%, respectively. The chemical compositions of 

bentonite are summarized in Table 1. 
Table 1 Bentonite chemical composition 

L.O.I Ti𝑂5 𝑃2𝑂5 𝑆𝑂3 MgO CaO K2O 𝐹𝑒2𝑂3 𝐴𝑙2𝑂3 Si𝑂2 Compound 

2.2 0.17 0.1< 0.46 1.32 1.23 0.84 2.45 10.8 60.26 % 
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2.2. Lime 
The lime used in this research was industrial hydrated lime. The chemical compositions of 

lime is shown in Table 2. The lime was passed through a No. 200 US sieve before mixing with 

the soil. 

Table 2  Lime chemical composition 

L.O.I MgO 𝐶𝑎(𝑂𝐻)2 Compound 

5.92 0.81 93.27 % 

    

2.3. Gypsum (calcium sulfate) 
The gypsum used in this research was obtained from Semnan gypsum factory located at 

Semnan industrial city in north east Iran. This material has the lowest solubility but is the most 

common sulfate present in most natural soils. The chemical composition of gypsum is shown in 

Table 3. 

Table 3. Gypsum chemical composition 

L.O.I 𝑆𝑂3 MgO CaO 𝐹𝑒2𝑂3 𝐴𝑙2𝑂3 Si𝑂2 Compound 

4.44 55.68 0.26 38.55 0.11 0.26 0.7 % 

 

2.4. Rice husk ash (RHA) 
In this research, the rice husk was obtained directly from rice farms located in Mazandaran 

Province in northern Iran. The rice husk was burned in two stages before mixing with soil. In the 

first stage, it was burned in the open space for approximately 40 min. Then, to burn the 

remaining carbon from the ashes, the remaining ashes were collected and placed in an electric 

kiln at a temperature of 650°C and maintained for 90 min. The grain size distribution of RHA 

after the burning process showed that most of the RHA particles remained on the No. 200 US 

sieve (d85=0.35mm; d50=0.15mm and d15=0.074mm). The initial preliminary tests to examine 

the effect of RHA size on reactivity during hydration and pozzolanic reactions showed that the 

RHA particles that were ball milled and passed through the No. 200 US sieve before mixing 

with soil were more effective in decreasing the swelling pressure of bentonite than those 

particles that remained on the No. 200 US sieve. Therefore, it was decided that for all tests, the 

above procedure for the preparation of RHA particles before mixing was to be followed. 

However, it is recognized that ball milling of RHA may not be economical for field applications. 

Pre-leaching of RH before burning at a burning temperature of approximately 500°C may be an 

appropriate method for obtaining RHA with a much higher surface area [23,24]. The chemical 

compositions of RHA is shown in Table 4. 

Table 4. Rice husk ash Chemical composition 

L.O.I 𝐴𝑙2𝑂3 𝐹𝑒2𝑂3 K2O CaO MgO 𝑆𝑂3 𝑃2𝑂5 MnO La&Lu Si𝑂2 Compound 

1.28 0.27 2.0 3.8 1.5 2.0 0.34 5.6 0.17 ˃1  83.0 % 
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2.5. Prepration of samples 
To compare the results of the swelling pressure tests and to observe the effect of RHA on 

different samples, several series of samples were prepared according to the following procedure. 

All samples were mixed and compacted at the respective optimum water content to maximum 

dry density according to the standard proctor compaction procedure. For each series of samples, 

three groups of samples were prepared. One group was measured for swelling pressure 

immediately after the mixing process. The other two groups were tested after 7 and 28 days of 

curing. After compaction, the latter group of samples was wrapped in plastic bags and 

maintained at room temperature under 100% humidity for the required curing period. A total of 

9 series of samples, namely, B, B+3%L, B+3%L+5%G, B+3%L+(5,10, and 15%)RHA, and 

B+3%L+5%G+(5,10, and 15%)RHA was tested without curing and a total of 16 series of 

samples was tested after 7 and 28 days of curing. In each group, 2 similar samples were tested, 

and the average results were reported. 

The cured and uncured compacted samples were trimmed into consolidation rigid rings that 

were 70 mm in diameter and 20 mm in height before placing in an oedometer and mounting the 

samples in a consolidation front loading device for constant volume swelling pressure testing. 

The constant volume swelling pressure tests were performed according to the ASTM D4546-96 

standard [28]. According to this standard, the purpose is to find the pressure needed to apply to 

the sample in order to maintain the original height of sample after inundation. 

3. Results and discussions 

3.1. Effect of RHA on the compaction curves 
Figures 1 and 2 show the effect of RHA on the compaction curves of treated bentonite with 

lime and lime + gypsum. In general, RHA caused a decrease in the maximum dry density and an 

increase in optimum water content of treated bentonite samples. The decrease in maximum dry 

density was approximately 4-9% that may be due to the reduced specific gravity of the RHA 

particles compared with that of the treated bentonite. The increase in the optimum water content 

was approximately 25-36%, which may be due to the porous nature of the RHA particles, as 

mentioned earlier. 
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Figure 1. Effect of the RHA on compaction curve of soil stabilized with lime 

 

Figure 2. Effect of RHA on compaction curve of the soil stabilized with lime in the presence of 

sulfate 

3.2. Effect of rice husk ash on the swelling pressure of B+3%L 

Figure 3 shows the effect of RHA on the swelling pressure of lime-treated bentonite soil tested 

immediately after mixing and compaction with no curing period. The swelling pressure 

decreased with an increasing amount of RHA from 210 kPa to 168, 147 and 136 kPa for 5, 10 

and 15% RHA, respectively (Table 5). These results mean that the addition of RHA has caused 

an approximately 20 to 35% decrease in the swelling pressure of lime-treated bentonite soil. This 

decrease in swelling pressure with no curing period is due to the increase in void ratios (higher 

optimum water content and lower maximum dry density) caused by the presence of RHA in 
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samples as well as to a reduced tendency for double layer expansion as the result of the addition 

of RHA. 

 
Figure 3. The effect of RHA on swelling pressure of soil stabilized with lime measured immediately 

after mixing 

Figure 4 shows the effect of RHA on the swelling pressure of lime-treated bentonite soil after 

a 7-day curing period. The swelling pressure of lime-treated bentonite soil after 7 days of curing 

was 150 kPa, which decreased to 100, 82 and 51 kPa for RHA contents of 5, 10, and 15%, 

respectively (Table 5); a decrease of approximately 33 – 66%. This decrease in swelling pressure 

of lime-treated bentonite soil was due to the additional cementing effect of chemical products of 

pozzolanic reactions that occurred between lime and RHA.  

 
Figure 4. The effect of RHA on swelling pressure of soil stabilized with lime after 7 days of curing . 

 

Fig. 5 shows the effect of the curing period on the swelling pressure of B+3%L+ 15%RHA 
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samples. A decrease of 63-82% for curing periods of 7 and 28 days was observed compared to 

samples with no curing period (see also Table 5). 

 
Figure 5. Effect of curing time on swelling pressure of soil stabilized with 3% of lime and 15% of 

RHA 

 

Table 5 summary of final swelling pressures measured (in kPa) 
28days Curing 7days Curing Uncured Samples 

- - 367 B pure 

91 149 210 B + 3% L 

54 100 168 B + 3% L + 5% RHA 

40 82 147 B + 3% L + 10% RHA 

25 51 136 B + 3% L + 15% RHA 

39 124 267 B + 3% L + 5% G 

30 74 200 B + 3% L + 5% G + 5%RHA 

18 66 183 B + 3% L + 5% G + 10%RHA 

11 57 166 B + 3% L + 5% G + 15%RHA 

    

 

3.3. EFFECT OF RHA ON THE SWELLING PRESSURE OF B+3%L+5%G 
Fig. 6 shows the swelling pressures of B+3%L+5%G without and with RHA at different 

contents with no curing period. The results indicate that the sample of B+3%L+5%G with no 

RHA showed a higher swelling pressure than that of sample B+3%L. The higher swelling 

pressure may be due to the formation of ettringite. However, the addition of RHA to this group 

of samples caused a decrease in the swelling pressure. The swelling pressures for this group of 

samples were measured to be 200, 183 and 166 kPa for RHA contents of 5, 10 and 15%, 

respectively, (see also Table 5) which means a decrease of 25 – 37% compared with the samples 

with no RHA. The decrease in the swelling pressure in this case may be due to a higher water 

content and void ratio for these samples as well as a lower tendency for an expansion of the 

double layer as a result of the presence of RHA. When the values of the swelling pressure for the 

B+3%L+5%G+RHA samples with no curing are compared with those for the samples of 

B+3%L+RHA (see Table 5), the effect of both ettringite formation and a reduced void ratio for 

the former samples may be responsible for the higher values of the former group. According to 
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Table 5, curing periods of 7 and 28 days caused further decrease in swelling pressure of 

approximately 40 to 72% for these samples compared with those of the samples without RHA. 

In this case, a further decrease in the swelling pressure with curing may be due to the cementing 

effect of additional chemical products generated as a result of pozzolanic reactions that have 

occurred between the RHA and lime. 

 

Figure 6. Effect of RHA on swelling pressure of lime treated soil in the presence of sulfate with 

no curing 

4. Conclusions 
The following conclusions are reached with regard to soil index properties, compaction 

characteristics and value of constant volume swelling pressure after examinations of different 

groups of bentonite soil mixtures with 3% of lime + 5% of gypsum and 5, 10 and 15% of rice 

husk ash. 

1. The addition of RHA to soil stabilized with lime lowered the maximum dry density 

and increased the optimum moisture content. 

2. The addition of gypsum to soil stabilized with lime increased the maximum dry 

density and decreased the optimum moisture content. The addition and increasing 

the amount of RHA to the stabilized soil with lime and gypsum decreased the 

maximum dry density and increased the optimum moisture content. 

3. The rice husk ash particles that passed through the No. 200 US sieve were more 

effective in reducing swelling pressure of bentonite than those remaining on the No. 

200 US sieve. A more economical procedure for reducing the size of RHA is 

preleaching with acid before the burning process. 

4. Rice husk ash is a suitable additive to reduce the swelling pressure. The addition of 

RHA to stabilized soil with lime decreased the swelling pressure. The optimal 
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amount for stabilized soil with lime and RHA is to add 15% RHA during 7 days of 

curing. 

5. Rice husk ash is a suitable additive to lower the detrimental effect of sulfate 

presence in lime-treated expansive soil. 
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Abstract 
In this paper, an efficient numerical model for solution of the two-dimensional unsteady dam-

break problem is described. The model solves the shallow water equations through 

Characteristic-Based Split (CBS) finite element method. The formulation of the model is based 

upon the fractional time step technique primarily used in the finite difference method for the 

incompressible Navier-Stokes equations. In addition to well-known advantages of the finite 

element discretization in introducing complex geometries and making accurate results near the 

boundaries, the CBS utilizes interesting advantages. These include the ability of the method to 

simulate both compressible and incompressible flows using the same formulation. Improved 

stability of the CBS algorithm along with its capability to simulate both sub- and super-critical 

flows are other main advantages of the method. These useful advantages of the algorithm 

introduce the CBS as a unique procedure to solve fluid dynamics problems under various 

conditions. Since dam-break problem has principally a high non-linear nature, the model is 

verified firstly by modeling one-dimensional problems of dam-break and bore formation 

problems. Furthermore, application of the model to a two-dimensional hypothetical dam-break 

problem shows the robustness and efficiency of the procedure. Despite the high non-linearity 

nature of the solved problems, the computational results, compared with the analytical solutions 

and reported results of other numerical models, indicate the favorable performance of the used 

procedure in modeling the dam-break problems. 
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1. Introduction  
The computation of unsteady flows is required for the prediction of flood waves in rivers, flows 

generated by failure of dams and flow conditions in the vicinity of hydraulic structures [1-3]. 

Numerical models have been introduced as suitable alternatives to other form of flow simulations 

such as experimental studies [4,5]. Indeed, numerical models have utilized as an essential predictive 

tool to assess the risks associated with the failure of the hydraulic structures [5,6]. In the recent 
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decades, one-dimensional numerical models have been extensively used to simulate the unsteady 

dam-break problem. Relatively accurate description of the dam-break problem in real situations 

needs to use two-dimensional models [7,8]. Accuracy of the dam-break simulation results from 

these models is adequate for engineering applications. Modeling of two-dimensional unsteady flow 

during breaking a dam is more complicated than one-dimensional one because of need for efficient 

solver routines and the inclusions of suitable boundary conditions. Complexity of these 

computations is mainly due to occurrence of both sub-critical and super-critical flows after breaking 

a dam. 

Shallow water equations are non-linear first-order hyperbolic partial differential equations. The 

hyperbolic nature of these equations creates remarkable difficulties in the numerical solutions. The 

solutions of this type of equations obtained by numerical procedures are often discontinuous 

regardless of whether the initial conditions are smooth or highly fluctuating [9]. Since the equations 

have the non-linear character, their analytical solutions are possible in very simplified one-

dimensional situations and therefore, these equations are to be solved numerically for practical 

problems. 

Numerical experiments, however, show that most of numerical procedures fail if high non-

linearity occurs in the flow field. For instance, it is well-known that simple and direct finite element 

forms usually fail for shallow water problems due to instability which results in sever oscillations of 

the solution [10]. Similar to making use of stabilizers in the finite difference context, stabilization 

procedures have been introduced into some finite element formulations permitting the use the 

original discretization schemes. The Characteristic-Based Split, hereafter also denoted as CBS, 

algorithm is one of the most suitable finite element based numerical techniques for shallow water 

equations that utilizes the stabilization mechanism. This method utilizes both advantages of 

characteristics method for hyperbolic partial differential equations and nodaly exact results of 

Galerkin weighted residual method for self-adjoint problems. 

The Characteristic-Based Split algorithm and its interesting advantages are presented in detail in 

many earlier studies [10-22]. Here, a brief summary on the algorithm is given. The CBS algorithm 

is based on the original Chorin split [23] and also has similarities with the projection method widely 

used in compressible flow modeling. Based upon the Chorin technique, the discretization of the 

equations in the time advancement consists of two or more steps. The numerical behavior of the 

equations is affected using this splitting technique and the simpler sub-problems are achieved [14]. 

The velocity correction step is the key point in the CBS algorithm. The CBS algorithm makes use of 

Galerkin method along the characteristics for advection-dominated problems with a velocity 

correction stage. Using Characteristic-Galerkin procedure, the velocities are computed in two steps. 

Firstly, an intermediate velocity field is computed after elimination of the pressure type terms from 

the momentum equations. The pressure is obtained in the next step by solving the continuity 

equation that utilizes the intermediate velocity field determined in the previous step. A Laplacian 

form of the continuity equation is used making the use of Galerkin space discretization optimal. In 

the final step, the computed pressure type term is used to modify the velocity field. Some 

remarkable advantages of the algorithm for modeling of shallow water problems can be summarized 

as follows. Firstly, the stability of the algorithm is on the basis of the current velocity rather than the 

wave celerity leading to more stability of the method. Secondly, the standard Galerkin procedure is 

applied along the characteristics because of the splitting of the pressure type terms. The use of 

Characteristic-based Galerkin discretization and splitting of the pressure type terms, have made the 

CBS algorithm a unified approach to deal with both compressible and incompressible fluid flows 

and sub-critical and super-critical flows in water engineering problems, as well [16,17].  

This paper presents the formulation of the Characteristic-Based Split finite element method for 
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the shallow water equations and its application to the simulation of the dam failure and bore 

formation. The Characteristic-Based Split finite element method has been never applied for dam 

break problem, especially for two-dimensional dam break.  

The rest of the paper is structured as follows. The shallow water equations are reviewed in 

the first section. This is followed by the finite element formulation making use of the 

Characteristic-Based Split method. Numerical examples including two one-dimensional 

examples of a bore formation and a dam-break problem and a two-dimensional dam-break 

problem are discussed in the fourth section. The paper concludes with the concluding remarks in 

the last section. 

 

2. Mathematical model 
Modeling flow hydrodynamics in shallow water bodies requires the prediction of water depth 

and depth integrated velocities in both x and y directions. In the derivation of shallow water 

equations from Navier-Stokes equations, some assumptions are necessary. The constant density 

of fluid, hydrostatic pressure distribution and making use of suitable free surface and boundary 

conditions are of the assumptions required for derivation of shallow water equations [6]. A 

schematic figure of the basic situation is shown in Figure 1.  

 

 
Figure 1. Schematic representation of the geometric setting. 

 

The conservative form of the shallow water equations in Cartesian coordinate system can be 

written as [16,17,22]: 
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where i, j =1, 2, the vector of U is Ui = hui, h is the water depth, ui is the i
th
 component of the 

averaged velocity over the depth; Fij is the i
th
 component of the j flux vector and the pressure 

type term p is given by: 
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Hhgp   (3) 

where H is the bathymetry elevation measured with respect to an arbitrary horizontal reference 

level. As shown in Figure 1, the water depth , h, is the water surface elevation with respect to the 

bathymetry and can be computed by h = H + . The variable  denotes the free surface elevation 

in regard to an arbitrary horizontal reference level. Finally, Si is the i
th
 component of a source 

vector, which can be expressed as: 
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The source terms in equation (4) are obtained by depth integration. The terms in this equation 

include the slope of bottom, the friction of bottom (Manning formula), the force of Coriolis and 

wind tractions i. Here ri = - f Uj where f denotes the Coriolis factor. 

3. Numerical model 
Using the concept of characteristics in temporal discretization of the shallow water equations, 

equations (1) and (2), arrived at the following equations [16]: 
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where (0  1, 2  1), (k =1, 2), the incremental variables p and Ui are the increments of the variables 

over a time step t and c ,the long waves celerity, is related to p with the depth of water by: 

gh
dh

dp
c 2

 (8) 

The method is completed by omitting Ui in the equation (5) by computing the divergence of equation (6) 

and replacing the obtained equations into equation (5). The following ‘self-adjoint’ type equation for the 

variable p is resulted in: 
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The ‘intermediate’ variable 
*

iU  computed explicitly. It denotes the first two terms in square brackets of 

equation (6). Calculation of the pressure type variable and the depth averaged velocity at the time (n + 

1)t, p
n+1

 and 
1n

iU , is conducted through the following steps: first, the intermediate variable 
*

iU  is 

computed, then the incremental pressure term p is calculated and at the final step, the intermediate 

velocities are corrected to attain the final velocity values, i.e. the complete momentum equation (6). The 

equations (6), (7) and (9) are performing the time discretization along the characteristics. A backward 

approximate integration gives the mentioned equations with extra convection stabilizers (the second 

bracket terms in right-hand side of equation (6)). These stabilization terms are consistent and extirpate the 

oscillations due to highly convective flows [10]. 
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3.1. Spatial discretization 
The spatial discretization of the equations obtained during the mentioned three steps is stated 

here. The first two terms on the right-hand side of equation (6) are discretized using the Gauss–

Green theorem and the standard Galerkin technique as follows: 
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in which  denotes the solution domain bounded by , 
l

uN and 
l

rN  represent the standard 

weighting function for U and S in node l and nk is the k
th
 component of the outward normal 

vector of the boundary of computational domain. The right-hand side of equation (10) is 

computed at time t
n
.  

Making use of the wave celerity definition in equation (8), the pressure type term is computed 

in terms of h. The standard Galerkin technique along with the Gauss–Green theorem are applied 

to equation (9) and the following discretized equation results: 
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in which �̂� is the averaged wave celerity over the time step t and (c
2
)

n
 is calculated at time t

n
. 

The velocity field correction as the final step, is written by considering equation (6). After 

making use of Galerkin procedure and some appropriate manipulations of the second-order term 

of equation (6), its spatial discretized form becomes as: 
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3.2. Boundary conditions 
Several boundary conditions of different types and their implementations have been 

described in many references, e.g. [17,21,25-30]. The implementation of the boundary 

conditions in the methodology of CBS is similar to that in other schemes. To implement the 

boundary conditions in the methodology of CBS, no special conditions are imposed for the 

computation of the 
*

iU . In equation (11) two last terms are the normal components of 

momentum which are computed of order t. The velocity components normal to the wall and 

open boundaries are defined by modifying step for these type of boundary conditions [16,17,21].   

3.3. Final discrete form and time integration 
The following steps are performed to arrive at the final form of numerical procedure [8]: 

i. Computation of the intermediate variable: The following spatial approximations are 

used in equation (10) for this step: 
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ii. Pressure computation step: The calculation of h is carried out using equation (17) and 

based on the following spatial discretization: 
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iii. Momentum correction step: The correction is established by equation (12) and the 

following approximations are used to equation (12) to carry out the correction of the 

momentum of flow: 
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The stability of computation of 
*

iU  is conditional. The simplified stability criterion in one-

dimensional state can be represented by uLtcrit  , where L is the smallest dimension of 

element and the values of  for consistent and lumped mass matrices are 1/3 and 1, respectively. 

The second and third steps of the method can be computed explicitly or semi-implicitly based on 

the chosen values for θ1 and θ2. For the fully explicit solution (θ2 = 0), the limit of stability finds 

equal to the explicit solutions and the procedure will be similar to the Taylor–Galerkin method 

[17,21]. When a semi-implicit solution is chosen (0.5 ≤ θ1 ≤ 1 and 0.5 ≤ θ2 ≤ 1), the limit of 

stability for the defined CBS procedure is characterized by the computation of intermediate 

momentum. 

4. Results and discussion 
The performance of the described algorithm on shallow water problems is evaluated by some 

numerical experiments. To achieve this aim, the following benchmark problems are solved in 

this paper. In these problems, the uniform meshes which include the triangular linear elements 

are used.  

In what follows, two set of problems are given. The first set deals with the flows in pseudo-

one-dimensional situation. The second set is two-dimensional one. These problems include the 

formation of shock waves by advancing the solution which are good tests for demonstraiting 

the capability of the scheme in modeling the severe natural hydraulic problems. 

4.1. One-dimensional problems 
As the first application of the described scheme, the classical Stoker test case is studied. In 

this case, the one-dimensional breaking of a dam over a wet bed is considered. Stoker’s exact 

solution [29] to the one-dimensional dam break is the superimposition of up-going rarefaction 

and down-going shock waves connected by a middle zone with a constant depth and a constant 

velocity (see, e.g., [31]). To execute this test, a dam lies at the middle of a rectangular flat 

channel and it is assumed that the dam fails instaneously. Because of discontinues initial 



J. Parsa 

 
AUTUMN 2018, Vol 4, No 2, JOURNAL OF HYDRAULIC STRUCTURES 

Shahid Chamran University of Ahvaz 

                                                                                  

34 

conditions and transition of flow from sub-critical to super-critical, it represents a severe test 

which has highlighted problems with a number of numerical schemes. The computational 

domain comprises of a 1001 m
2
. The water is initially at rest in the reservoir and tillage and 

the initial water depths are: 

 









mxifm

mxifm
xh

501

502
0,  (16) 

 The gravity acceleration is assumed to be g = 9.8 m/sec
2
. The discretized domain involves 

1008 triangular linear elements having same sizes. Suddenly, the dam removed and the 

computation of flow over the whole domain started using t = 0.1 sec. 

The obtained results for water surface elevations and longitudinal velocities along the entire 

domain after collapsing the dam for 2.5 sec, 5 sec and 7.5 sec are shown in Figures 2 and 3 and 

they are compared favorably with analytical solution reported in [29]. As shown in these 

figures, the numerical results agree very well with those from analytical solutions. It is clear 

that the flow velocities and shock wave fronts advancing in downstream have been modeled 

accurately. Compared with the exact solution, overshoots occurs around the shock wave, 

together with an oscillation close to the rarefaction wave. The wave front clearly agree with the 

exact solution, and the main differences between the exact solution and the numerical results 

are localized just close to the discontinuities. 

 

Figure 2. Comparison of the model results with the analytical solution for dam break problem. 
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Figure 3. Longitudinal velocities along the entire domain compared with the analytical solution. 

 

The problem of bore formation and propagation along a rectangular flat channel is the 

second test studied here. The depth of 1 m and velocity of 1 m/sec along the entire channel are 

given as the initial conditions. Boundary conditions are imposed as the flow velocity of 1 m/sec 

in the upstream and a sinusoidal rising water elevation with period of 120 sec in the 

downstream boundary of the channel. After t = 30 sec the total water depth is imposed as 3 m at 

this boundary. This situation illustrates that a bore forms and then propagates in upstream 

direction. In order to solve the problem, a rectangular flat channel with the length of 200 m and 

width of 1 m is considered. The whole domain decomposes to 2008 triangular elements and 

the model is executed using time step t = 0.1 sec. The results obtained for water surface 

profiles and velocities during the bore propagation are shown in Figures 4 and 5. As seen, the 

wave fronts are well modeled and very small oscillations just occur close to the discontinuities. 

Comparison of the results shown in Figures 4 and 5 with those of reported in literature, e.g. 

[22], indicates that they have been employed coarser meshes to avoid the oscillations while the 

shocks were modeled milder. It is a common practice that the accurate modeling of a shock 

always produces some oscillations in its vicinity due to the omitting of higher order terms in the 

discretization process of the governing equations. In the other words, the steeper shock, the 

more oscillatory solution. However, the obtained results are well comparable with those of 

reported in [22]. The superiority of the CBS technique is its ability to model the shocks 

accurately with less oscillation. 
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Figure 4. Water profiles along the channel due to bore propagation. 

 

Figure 5. Flow velocities along the channel due to bore propagation. 
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2
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reservoir and in the tillage are 10 m and 5 m, respectively. By collapsing the dam, the water 

0

2

0 20 40 60 80 100 120 140 160 180 200

Length of the channel (m)

W
a
te

r 
s
u

rf
a

c
e

 e
le

v
a
ti

o
n

 (
m

)

 t = 5 sec

 t = 10 sec

 t = 15 sec

 t = 20 sec

 t = 25 sec

 t = 30 sec

 t = 35 sec

 t = 40 sec

 t = 50 sec

 t = 60 sec

 t = 80 sec

 t = 100 sec

 t = 120 sec

 t = 140 sec

-1

-0.5

0

0.5

1

1.5

0 20 40 60 80 100 120 140 160 180 200

Length of the channel (m)

F
lo

w
 v

e
lo

c
it

ie
s
 (

m
/s

e
c
)

t=5 sec

t=10 sec

t=15 sec

t=20 sec

t=25 sec

t=30 sec

t=35 sec

t=40 sec

t=50 sec

t=60 sec

t=80 sec

t=100 sec

t=120 sec

t=140 sec



Characteristic Based Split Finite Element for U … 

 
AUTUMN 2018, Vol 4, No 2, JOURNAL OF HYDRAULIC STRUCTURES 

Shahid Chamran University of Ahvaz 

                                                                                

37 

moves toward the tillage. The flow field is computed numerically for 19 sec after the dam 

collapse. After breaking the dam, downstream traveling positive waves and upstream traveling 

negative waves are produced. The flow conditions were computed for t = 7.2 sec after the dam 

failure. At time t = 7.2 sec, the bore is well developed in the central portion of the tillage and 

the wave front has reached the left-hand bank of the domain. 

 

Figure 6. Geometry of the computational domain for partial dam-break. 

Since no analytical solution is available for this problem, the results are compared with the 

reported ones by another numerical scheme in [32]. The numerical results is close to the results 

of aforementioned research. The results are presented in Figures 7 and 8 and compared with the 

solutions reported in [32]. In Figure 7, water surface elevations, presented as perspective plot of 

water surface, are compared with the result reported in [32]. The other comparison is carried 

out for water elevation contours in Figure 8. As shown in these Figures, the obtained results are 

in good agreement with those of previous works. 

 
 

(a) (b) 

Figure 7. Water surface profiles for partial dam-break at t = 7.2 sec 

(a) Obtained by the model and (b) Reported in [32]. 
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(a) (b) 

Figure 8- Water elevation contours for partial dam-break at t = 7.2 sec 

(a) obtained by the model and (b) reported in [32]. 

5. Conclusions 
The CBS finite element model was presented for the solution of the two-dimensional dam-

break problem. The described CBS finite element model has some significant features. Its 

stability is based on the flow velocity instead of the celerity which is especially useful for 

modeling the long term problems. The improved stability of the CBS algorithm along with its 

capability in simulating both sub- and super-critical flows are considered as main advantages of 

the method. Due to the highly non-linear nature of the dam-break problem, the model was 

verified using both one-dimensional and two-dimensional hypothetical dam-breaking. In spite 

of the high non-linearity in these problems, the comparison of the computational results with 

the analytical solutions and reported results of other numerical models, indicated the favorable 

performance of the used procedure in modeling the dam-break problems. As an important 

result, the described model can safely be used as an efficient tool for modeling other 

complicated free surface hydraulic problems. Based on the results of the presented test cases 

which indicated the high performance of the CBS finite element method, the model can be used 

for natural dam-break problems in different situations. 
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Abstract 
One of the principal criteria for development of the boundary element method (BEM) in porous 

media is derivation of the required fundamental solutions in the boundary integral equations 

(BIE). Furthermore, setting up the governing BIEs based on the governing partial differential 

equations (PDE) is another challenge in solving a physical phenomenon using BEM. In this 

regard, the governing BIEs for unsaturated porous media have been developed using the 

available derived fundamental solutions. In this research, a perturbation type approximation is 

exploited for developing a system of BIEs for the quasi-static unsaturated porous media with 

moderate variations in its properties. Nevertheless, the fundamental solutions of the medium 

with constant properties are applied. The method produces two sets of equations with constant 

parameters instead of the original equations. Besides, the required boundary conditions have 

been formulated. This type of BIEs is essential to be used in the BEM for unsaturated porous 

media as the fundamental solutions for a medium with coordinates dependent properties is not 

available so far. The resulted introduced BIEs may be used directly in a BEM numerical model 

for an unsaturated porous media in one, two or three dimensional conditions. 
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1. Introduction  
Unsaturated soil, as a prevailing medium that surrounds most of the structures, has been of 

great interest during four past decades. Therefore, a considerable number of researches have 

been devoted to modeling its characteristics. The Biot's theory is often used as a mathematical 

model for the dynamic behavior in saturated soils. Its application to unsaturated soil problems is 
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possible under certain sets of conditions [1]. The Biot’s theory has been extended to nearly 

saturated porous media by Aifantis and Wilson and Aifantis for the quasi-static case, however, 

there are several other theories for partially saturated media or media with more phases [2]. 

BIE methods are among the most efficient numerical methods which depends strongly on 

finding the fundamental solutions of the governing homogenous PDEs, especially in the BEM. 

Therefore, many efforts have been devoted on finding the fundamental solutions for different 

cases of the problem. The first set of fundamental solutions for saturated media has been 

introduced by Cleary [3]. Then, several researches have been published on the fundamental 

solutions for different phenomena of saturated porous media such as deformation and heat 

conduction. In contrast, the fundamental solutions for unsaturated media have been published 

recently. Gatmiri and Jabbari derived the first static and quasi-static fundamental solutions of the 

problem in both Laplace and time domains [4], [5]. Later, Maghoul et al. presented coupled 

thermo-hydro-mechanical fundamental solutions for the same quasi-static loading condition of 

the unsaturated soil for two and three-dimensional time domains [6]. Ashayeri et al. introduced 

fundamental solutions for the dynamic problem in both 2D and 3D cases. A similar problem has 

been studied by Li and Schanz [7]. Ghorbani et al [8] studied the non-linear behavior of the solid 

skeleton of the soil in the analysis of multiphase unsaturated soils when subjected to both static 

and dynamic loading. Igumnov et al [9] considered wave propagation in fully and partially 

saturated porous media with examples of two-components and three-components. Igumnov et al 

[10] deduced the solution of a finite one-dimensional column with Neumann and Dirichlet 

boundary conditions based on the theory of mixture. 

More capabilities of the BEM may be realized when the required fundamental solutions to be 

available. Unfortunately, it is not always the case, instantly, for inhomogeneous soils, where the 

fundamental solutions have been derived only in a few very particular cases e.g. when the 

Poisson's ratio is equal to 0.25 [11]. In the absence of the required fundamental solution the 

bothering problems of the BEM such as domain integrals on the domain will arise. 

In unsaturated porous media, the state variables are the stress tensor, air and water pressures 

that change spatially, so a nonhomogeneous medium must be considered. In such a case, the 

boundary elements method seems to be ineffective. In detail, for the quasi-static case of the 

porous media the fundamental solutions in hand, which have been found for a homogeneous 

medium, are not efficient. Also, the assumptions that have been considered for finding the 

fundamental solutions for other media do not appear useful here e.g. when the Poisson's ratio is 

constant or when the variation of the state variables is a predefined pattern. Hence, in this paper, 

two boundary equation sets have been developed for the problem, when the parameters of the 

medium are varied slightly near a mean value. The first set concerned with a medium that has 

constant parameters and the second considers the effects of variation of the parameters. The toll 

was the appearance of a secondary set of equations which should be resolved. These sets of 

equations must be applied to make a BEM model. Additionally, more accuracy may be desired 

when large variations in the medium handled by employing the multi-region technique. 

In this paper the governing equations are briefly reviewed. Then changes in different 

parameters of the medium are found in terms of the changes of the state parameters and the 

governing equations are rewritten using this perturbed type of parameters. Then the integral 

equations have been developed and the boundary conditions are revised for the effects of the 

changes in state parameters. Finally, two sets of boundary integral equations have been 

constituted up which employ the fundamental solutions of the homogeneous medium. 
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2. Governing Equations 
The effective stress of the matrix of a porous medium may be written in terms of the 

displacements and pressures of fluid. For an elastic isotropic medium, the constitutive equations 

are [12]:  

     , , , a a w

ij ij ij k k i j j i ij sP u u u D P P           (1) 

Where   and   are the Lame’s coefficients for the skeleton, 
aP  and 

wP   are the gas (air) and the 

liquid (water) phase pressures, respectively, and sD  is the isotropic Biot’s coefficient for the 

fluid phase [12]. For a nonlinear elastic material, the equations may be linearized by the 

incremental form as [4]: 

   wa

sijklijkl

a

ijij dPdPDdDPd  
 

(2) 

The parameters in eq. (1) are functions of the state variables, but in the incremental form (eq. 

(2)) they are functions of the spatial coordinates. 

The momentum balance equation for the medium with the constitutive equation (2) and ignoring 

accelerations (to model the quasi-static case) of distinct phases could be written as [4]: 

   , , 1 0a w

j i i j ij s ij sdu du D dP D dP           (3) 

The mass of medium does not play any role in the incremental equation because it does not 

change, besides, the acceleration has been dropped. Furthermore, we can replace the saturation 

ratio for sD to find a simpler equation [13]. 

The saturation ratio, like every other parameter of the medium, is governed by the state 

variables. But we use a simple one which only needs for the suction [14] (a complete form could 

be seen in [9]): 

 wa PPLogSr  
 

(4) 

In this equation,    stands for the saturation ratio,   and   are constants. 

For investigation of the mass balance of distinct phases a moving control volume attached to the 

solid skeleton has been considered that ensures the mass balance of the solid phase, but balance 

of other phases should be certified. Assumption of the incompressibility of the liquid phases let 

replacing the balance of volume equations for the balance of masses: 

   01 , 


 a

iiqSrn
t  

(5) 

  0, 


 w

iiqnSr
t  

(6) 

Where 


iq  denotes the fluid volume fluxes       aor w  . It should be noted that the solution of 

air in the water has been ignored here, which may restrict application of these equations. 

However, in the case of constant ratio of dissolved air, they could be said by getting the mixture 

of water and dissolved air as the liquid phase. Equation (4) is needed in the incremental form 

which reveals the increment of the saturation ratio in terms of the increments of the state 

variables: 

 
)ˆˆ( wa

wa

PP

dPdP
dSr




 

 

(7) 

Where ˆ aP and ˆ wP  stand for the pressures of air and water in the last step, respectively. 

Darcy’s law has been exploited to evaluate the fluxes and then the continuity equation for gas 
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and liquid phases could be written as [4]:  

  
  

  
    

         ̇    
  ̂

  ̂   ̂  
   ̇    ̇      (8) 

  
  

  
    

         ̇    
  ̂

  ̂   ̂  
   ̇    ̇      (9) 

 
Where the dot stands for a temporal derivation. Equations (3), (8) and (9) form the governing 

equations of the problem. 

The Laplace transform is a perfect and usual tool for solving such a problem [12], [4], [3]. The 

following equations are achieved after applying the Laplace transform on the governing 

equations and assuming the parameters of the medium to be constants: 

0
~~~~
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In which the tiled mark (~) stands for the Laplace domain variables. In addition, for an 

incremental model, the initial conditions are assumed to be zero. The ijc coefficients are: 
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The spatial variations of the state variables cause the parameters of the media to experience some 

spatial variations. Nevertheless, only the fundamental solutions are developed for constant 

parameters and are not applicable directly here. For using these fundamental solutions, it has 

been assumed that the state variables change slightly in the domain: 
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(16) 

In these equations   is a constant in some trivial size and    ; , ,ijx a w    are functions 

of the coordinates which show the distribution of the variables. These functions are of order one 

(   1O ) and cannot violate the assumption of slight changes in the state variables. The effective 

stress field is shown by  x  and the pressure fields of fluids are denoted by  aP x   and 

 wP x   for air and water, respectively. In equations (14) to (16) the fields of the state 

parameters have been revealed in terms of their value in the origin and the ratio of their variation 

to the value of the suction at the origin. The origin should be chosen properly to satisfy these 

equations and the domain could be divided to distinct regions, if necessary. 

The suction pressure could be considered as a function of the saturation ratio [14] and its value 

for some types of soils could be very large. Therefore, the relative changes of the suction could 

be small (see eq. (7)). Additionally, the resistance to the air flow is very small that the air 

pressure could be assumed equal to the atmosphere pressure at all points of the system or, at 

least, vary slightly [13]. Consequently, equations (15) and (16) could be claimed. The ratio of 

the variations of the effective stress and the suction pressure has been assumed small, so, 

equation (14) could be written. 

The variations in the parameters affect the solution which could be assessed using multi variable 

Taylor's series. Here, only the first orders have been considered and the results are: 
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(19) 

 
There is a perturbation type expansion, which approximates the solutions of the equations as a 

combination of solutions for the medium with constant parameters including a small 

perturbation. This result could be a premium assumption in other perturbation method equations 

such as in [15] and [16]. 

In appendix A, it has been shown that all other parameters could be written in the form of 

equation (20). Namely, for a typical parameter F:  
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Where  0F  is the value of the typical parameter F in the origin and    is a normalized 

function of coordinates to account the spatial changes of factor F.  

Using the coordinate dependent parameters in the governing equations, computing the 

derivatives and then ignoring the second and higher orders of   lead to a new set of equations 

based on   and the theta functions. These equations could be separated into two sets, one 

consists of the terms without  (or with
0  ) and the other has the terms with   (or with

1  ) 

named zero and first order equations, respectively. The zero order equations are related to an 

imagined medium constant parameters which could be found at the origin and the other set 

reflects the effects of derivatives of the parameters when   has not been vanished. They are as 

follow: 

The zero order equations: 
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In which 
cP  stands for the suction pressure 

a wP P  and  0cP  is its value in the origin and 

both are in the earlier time step. 

The first order equations: 
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In which the right-hand side values are: 
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(29) 

Where the values that denoted with (0) (such as     ) have been measured at the origin and at 

the earlier step. In addition, the zero order solution values (for example     ) are known values 

when the first order equations are going to be solved. The computational procedure has been 

illustrated in Fig. 1. 
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Figure 1: The Flowchart of the computational algorithm. 

 

3. Boundary conditions 
The boundary conditions are necessary for a set of differential equations to be solved. The 

governing differential equations system has been replaced with two new sets of differential 

equations so two sets of boundary conditions are needed. Here, the boundary conditions have 

been restricted to the Dirichlet and the Neumann types. Though, the extension to the mixed type 

is easy.  

The zero order equations should satisfy the Dirichlet type boundary conditions of the 

problem. Consequently, the first order equations need to satisfy the homogeneous version of this 

type of boundary conditions.  

For the Neumann type boundary conditions, especially when some parameters of the medium 

are needed (for instance, when the boundary condition has stipulated a non-zero value for the 
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discharge) the local value of parameters are needed. Once more, it has been assumed that the 

zero order equations which emulate the response of a homogeneous medium, should meet the 

boundary conditions when the parameters found from such a medium. Thus, the first order 

equations need a new set of boundary conditions to omit the error caused by the boundary 

conditions of the zero order equations. It causes a new set of boundary conditions that has been 

developed here. The following boundary condition may be assumed: 

1 on w wdq q   (30) 

which may be written as: 

 
   1,

0
1 0 1  on w

w w w

i wK i
w

K
dP dP n dq 


      (31) 
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0
0 0  on 

w w

i i w w

w

K
dP n dq dq


     (32) 

, , 11 0  on w

w w

i i iK
dP n dP    (33) 

Where the first boundary condition (eq. (32)) has been satisfied by zero order equations and the 

last one (eq. (33)) should be satisfied by the first order equations. This new type of boundary 

conditions, together with the first order equations could be solved now. 

4. Boundary Integral Equations 
A set of boundary integral form of the governing equations is crucial for implementing the 

BEM. After finding the weak form of the equations in the weighted residual method, two distinct 

strategies are available to achieve a set of boundary integral equations. Some methods have been 

found by taking the weight functions as fundamental solutions of the governing equations [17], 

[18]. This procedure is named the convolution method [19]. The other strategy uses the 

fundamental solutions of the adjoint operator of the main problem. Such a strategy which could 

be seen in [20] and [6] is known as the correlation method [19]. Then the desired boundary 

integral equations may be found by choosing the collocation points on the boundaries. 

Later, two sets of equations were derived which lead to various parts of the solution as they 

have been defined in (17) to (19). These equations are stipulated in (21) to (23) and (24) to (26) 

but, it could be seen that the equations are similar, but the boundary conditions are different. 

Therefore, a set of equation should be investigated, and a set of matrices will be needed for both 

equation sets. Although, the right-hand side of the equations need to be prepared distinctly for 

each set of equations. 

The details of the conversion of the set of differential equations could be found in [12], where 

a set of dynamic type of the problem has been converted to a set of convolution type boundary 

integral equations. After dropping the acceleration terms of the equations and changing some 

constants with their counterpart in the current problem we have [12] : 
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where: 
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The right-hand side domain integral is equal to zero for zero order equations, but it should be 

found for first order equations where 
F

~
could be found in equations (27) to (29). 

To have a time domain reciprocal integral, an inverse Laplace transform should be 

implemented. So, all products change to the convolution products: 
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To have a boundary integral equation some domain integrals should be omitted except for the 

right-hand side domain integral. So, it is needed to 0 aw dd   which removes the bothering 

domain integrals.  

Now the case    tHxbi ˆ  and 0ˆˆ  wa   will be considered in which  H t  stands for 

the Heaviside step function and  x  is the Dirac Delta function. The fundamental solutions 

and related traction and fluxes are specified with a hat symbol. These replacements change (22) 

to: 
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Same procedure for    txa  ˆ  and then    txw  ˆ  will results: 
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Now equations (36), (37) and (38) form a set of boundary integral equations. Having 

fundamental solutions in hand, a standard time domain BEM procedure could be started here for

idu , 
adP  and 

wdP to be found on the boundaries and then on the domain points. This 

procedure should be done for both zero and first order equations. Besides, after implementing 

the boundary conditions, the right-hand side of the first order equations is involved with the first 

and second order partial derivatives of the zero order solutions on the domain. It could be a 

weighty extra step, but it might be removed by calculation of enough data in zeroth order step 

and using the interpolation functions and derivations according to techniques that have been 

used in meshless methods [21]. 

The other choice to have a reciprocity type of boundary integral equations is a correlation 

type boundary integral equation which could be found in the dynamic version of the problem in 

hand [8]. After omitting the acceleration terms and converting the equal parameters name, it 

leads to: 
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This equation could be transformed to a boundary integral equation in which   iu , 
a

P and 
w

P  

are the fundamental solutions of the adjoint operator of which leads to the governing equations. 

The tractions induced by the fundamental solutions could be found as: 
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These yield to the following boundary integral equations: 
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Obviously, the right-hand side of equation (42) is equal to zero for the zero-order solution, 

but like the convolution type integrals for the first order equations, they should be calculated 

when the zero-order solution has been found.   

5. Numerical Example 
In order to show the effects of the introduced body force, a 3D model has been defined whit 

7×11×7 m with the data found from a real clay sample. The medium has been consolidated 

under its weight for a long time, so the initial conditions could be found using the properties of 

the soil including the special gravity and saturation ratio which varies from 50% in the surface to 

64% in the depth of 7 m. A 10KN point load has been applied to the semi-infinite model and the 

zero order equations has been solved for a time step equal to 8640 seconds (0.1 day). Then the 

distribution of the characteristic parameters of the medium and finally the extra body force has 

been found and demonstrated. It is important to note that a small part of the medium needs extra 

attention for the first order solution which saves the main advantage of the boundary elements 

method to solve the problems in infinite and semi-infinite regions. 
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Figure 2: The body force distribution under 10 KN point load after 8640 seconds. 

 

6. Conclusion 
The unsaturated porous media experience an inhomogeneous condition during loading and 

deformation. Therefore, the complex and problem dependent changes in the parameters of the 

media make it impossible to derive the required fundamental solutions for the BIEs to be 

constituted. In this regard, a new formulation has been introduced for the medium that 

experiences a slight change in the parameters using the fundamental solutions of a 

homogeneous porous medium. It has been shown that the variation in the parameters of the 

medium could be found in terms of the variation of the state parameters. In addition, the 

considered variations are of the same order of variations of the state parameters. Then, a first 

order perturbation expansion has been employed for converting the set of equations with 

coordinates’ dependent parameters to two sets of equations with constant parameters. This 

procedure requires the fundamental solutions of the problem to be derived while the parameters 

are constant, which consequently necessitates extra efforts, including two times of the standard 

BEM procedure, assessment of the second order derivatives of the solutions of the zero order 

equations and some domain integrals. Therefore, using the introduced BIEs and fundamental 

solutions for the unsaturated porous media, one can prepare the BEM numerical model, verify 

and compare the results with other numerical methods. 

Nomenclature: 
x   : position vector 

ijσ
 

: the stress tensor 

iu
 : displacement in direction i 

λ   : Lame’s constant for the skeleton 
μ   : Lame’s constant for the skeleton 

aP   : gas (air) phase pressure 
wP   : liquid (water) phase pressure 
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sD   : the isotropic Biot’s coefficient for the fluid phase 

ijklD
 

: the elasticity coefficients 

Sr   : saturation ratio 

α   : constant in saturation ratio 

β   : constant in saturation ratio 
K

 
: coefficients of permeability for air and water 

K   : Bulk modulus for the skeleton 

E   : Young modulus for the skeleton 
γ   : specific weight 

n   : porosity of soil 

jn
 

: the normal vector 

 x  : the Dirac delta function 

 H t   : the Heaviside step function 

s   : the Laplace's transformation parameter 

  : symbol for small values 

 x  : distribution function for parameter α 

iT
~̂

 
: traction induced by the fundamental solutions in the Laplace's transformation space 

Q
~̂

 
: 

flux of phase α, induced by the fundamental solutions in the Laplace's 

transformation space 

ijc   : intermediate coefficients 



iq
 

: the fluid volume fluxes for air and water 
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Appendix A 
It has been claimed that any variation in the parameters of the medium could be found in 

terms of variations of the state parameters. In this appendix it has been explained for different 

parameters. A dimensionless type of the state parameters could be defined: 
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The state surface for the void ratio is [22]:  
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In which a , b , m ,   bK   and atmP   are materials constants. Using (A-1) to (A-3) in (A-6): 
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Finally, using Taylor's expansion and dropping the infinitesimal terms, then replacing the result 

in (A-5): 
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The relationship between e and n (porosity) results in a similar equation for n:  
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The water retention curve could be used to derive a similar equation for the saturation ratio: 
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Where  has been used to express the saturation ratio in terms of suction.  

The air and water permeability could be explained in the same form: 
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The constants have been defined later in the paper. 

The tangential elastic module could be evaluated using the Kondner's hyperbolic law for 

unsaturated soils [22]:  
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The bulk module could be found using the Kondner's hyperbolic law and the state surface which 

has been stipulated previously [22]: 
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Using the spatial assessment for B  and 
cP   and omitting the terms that includes second and 

higher orders of   leads to: 
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(A-26) 

Finally using the known relations to convert the bulk and the elastic moduli to the Lame's 

coefficients leads to:  

      0  1x x     (A-27) 
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Abstract 
Monitoring the seepage, particularly the piezometric water level in the dams, is of special 

importance in hydraulic engineering. In the present study, piezometric water levels in three 

observation piezometers at the left bank of Jiroft Dam structure (located in Kerman province, 

Iran) were simulated using soft computing techniques and then compared using the measured 

data. For this purpose, the input data, including inflow, evaporation, reservoir water level, sluice 

gate outflow, outflow, dam total outflow, and piezometric water level, were used. Modeling was 

performed using multiple linear regression method as well as soft computing methods including 

regression decision tree, classification decision tree, and three types of artificial neural networks 

(with Levenberg-Marquardt, particle swarm optimization, PSO, and  harmony search learning 

algorithms, HS). The results of the present study indicated no absolute superiority for any of the 

methods over others. For the first piezometer the ANN-PSO indicates better performance 

(correlation coefficient, R=0.990). For the second piezometer ANN-PSO shows better results 

with R=0.945. For the third piezometers MLR with R=0.945 and ANN-HS with R=0.949 

indicate better performance than other methods. Furthermore, Mann-Whitney statistical analysis 

at confidence levels of 95% and 99% indicated no significant difference in terms of the 

performance of the applied models used in this study. 

 

Keywords: Data driven models; dam surveillance; soft computing, heuristic algorithms, dam 

engineering. 
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1. Introduction  
Seepage is one of the major issues in various engineering levees and dams, so that in most of 
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the cases, the problems related to these structures are associated, either directly or indirectly, 

with seepage; therefore, monitoring and identifying the seepage behavior play important role in 

the safety and security of the engineering levees and dams [1-3]. Piezometric devices installed 

and used in certain sections of the dam to measure the seepage based on water level. In relation 

to monitoring and investigating the issue of seepage, numerous studies have been conducted to 

date, most of which have been focused on investigating the seepage rate and seepage monitoring 

in different sections of dams [4]. Although concrete dams are considered impenetrable, they 

have been encountering serious seepage-related problems due to their specific construction 

conditions [2]. In practice, in order to monitor seepage, some piezometers are improvised in 

certain parts of the dam [5, 6].  

In addition, some other physical methods (drilling boreholes and using dye trace test) as well 

mathematical models and numerical methods can be also used to identify the seepage path and 

solve the seepage path problems [7].  

In recent decades, regarding the successful application of data-based methods for simulating 

various kinds of engineering problems, the soft computing methods have been widely used for 

solving the dam engineering problems. Several studies have evaluated the performance of these 

methods in predicting the dam location variation, dam section optimization, and fracture in arch 

dams [1].  

In order to predict water level in piezometers, Tayfur et al. [8] used ANN, and considered the 

upstream and downstream water levels as the input data. Gholizadeh and Seyedpoor [9] used 

neural network and PSO (particle swarm optimization) and GA (genetic algorithm) to show the 

impact and importance of soft computing in achieving the optimal arch dam design geometry, 

which can provide stability of the dam against natural pressures. 

Zhou et al. [5] used a compound method, consisted of orthogonal design (OD), ANN, FE, and 

GA, for modelling the leakage and seepage problems. Zhou et al. [5] used BPNN (back-

propagation neural network) to depict the implicit map of environmental parameters in order to 

investigate the impermanent seepage flow's response at dam monitoring points. Stojanovic et al. 

[10] presented a self-tuning system for dam behavior modelling based on ANN with genetic 

algorithm (ANN/GA) compared to MLR, the results of which implied superiority of the ANN-

GA method over other methods. Xiang et al. [4] used PSO algorithm to optimize the seepage 

model parameters, the results of which indicated the higher precision and accuracy of this 

method compared to previous statistical methods. 

Nourani et al. [11] used neural network and ANFIS (adaptive network-based fuzzy 

interference system) to investigate contamination concentration over time in porous 

environments. Studies have shown that the complexity of the underground water flow and 

transmission of contamination have caused the use of black box methods, such as neural 

networks and ANFIS.  

The present study is aimed to simulate the water level in piezometers of Jiroft double-

curvature arch dam in Kerman province, Iran, using three samples of MLP artificial neural 

networks (with Levenberg-Marquardt training algorithm as well as PSO and HS algorithms), and 

to compare the results obtained from the MLR, classification decision tree, and regression 

decision tree methods. To best of the authors’ knowledge, assessing the performance of 

classification regression tree, regression decision tree, ANN-PSO and ANN-HS to predicting the 

water level in piezometers has not been studied in past researches. Hence, the application of 

these soft computing models is the novelty and the contribution of this study. 

. 
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2. Materials and methods 

2.1. Case study and dataset 
 Jiroft dam is a double-curvature arch concrete dam operated in 1991, which is located in the 

study zone of Hamun-e-Jaz Murian at the central basin and is fed by Halilriver in the northeast 

of the Jiroft city in the narrow valley of Narab (Figure 1). This dam has been constructed with 

the aim of generating electricity and supplying the water requirement of agricultural and 

environmental sectors; besides, it is also used as a secondary target for supplying drinking water. 

The electricity generation capacity of this dam is 80 GW, and it features reservoir volume of 336 

m
3
, dam height of 128 m, height above its foundation of 132 m, crest length of 250 m, and lake 

length of 12 km; also, the spillway is of middle and surface sluice type [12].  

  

(a) (b) 

Figure 1.  (a) Aerial image of Jiroft double-curvature arch concrete dam in Kerman province, Iran; 

(b) Schematic image of cross section of dam and location of piezometers used in this study, which 

are situated at left bank retain wall in the body and rock (rock is the foundation) of the dam. 

 

Jiroft dam has about 22 and 19 piezometers in the right and left banks, respectively. We could 

access to the data of three of these piezometers (see Figure 1). So, in order to model the water 

level behavior caused by seepage in Jiroft concrete dam, the data related to the piezometers 20, 

28, and 30 situated at the left bank retain wall was used. Piezometer 20 is located at the abutment 

(support), and piezometers 28 and 30 are situated in the dam body. The obtained data on the 

water level of the piezometers were used as the output parameter of each model. The water level 

in these piezometers was measured once a month since 1994 to 2001; also, the input vector of 

each model was developed based on the monthly data, including evaporation rate from water 

surface (mm), reservoir inflow (m3/s), reservoir water level (m), sluice gate outflow rate 

(MCM), Intake outflow (MCM), as well as total outflow rates (MCM) in the given period. It 

should be noted that the reservoir inflow and evaporation rates were taken from the nearest 

station to the dam site (Kenrouye Station) at a 12km distance. The number of datasets for each 

piezometer is 192.  
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Figure 2. Historical variations of water level in the three studied piezometers in this research. 

 

Figure 2 shows the historical variations of water level in the three piezometers. As could be 

expected from the location of piezometers (see Figure 1), the average values of surface water 

level in Piezometer 20 is more than the other two piezometers. Also total variations in 

Piezometer 28 is less than the other two piezometers. In this study the hold-out method is used as 

the method of sampling. In this respect, datasets are divided into two categories of training 

(80%) and testing (20%) phases for modelling implementation. Training data are used for the 

learning process of the models, while testing data are used to evaluate the performance of the 

models. A summary of the statistical characteristics of the measurement data of the output vector 

(reservoir water level variations) and input vector is provided in Tables (1) and (2). 

 

Table 1- Statistical analysis of piezometers’ water level data used in the present study 

SK CV SD Ave (m) Min (m) Max (m) Piezometer 

1.472 0.008 10.235 1149.657 1140.9 1175.1 20 

-0.150 0.00 9.442 1132.954 1119.84 1145.55 28 

0.175 0.004 5.473 1114.459 1107.07 1124.48 30 
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Table 2 - Statistical analysis of input parameters of data driven models 

SK CV SD Ave Min Max Parameter 

4.500 2.203 17.871 8.111 0.038 150.769 Input discharge to the reservoir (m3/s) 

0.175 0.515 136.429 264.480 54.5 541 Evaporation (mm) 

0.216 0.015 17.669 1153.845 1120.99 1183.52 Water level of the reservoir (m) 

4.457 3.929 20.520 5.222 0 110.75 Sluice gate outflow rate (MCM) 

1.420 0.844 5.219 6.180 0 28.94 Intake outflow(MCM) 

6.268 2.044 49.598 24.255 0.942 461.498 Total outflow rate(MCM) 

 

2.2 Data driven models used in this study 

2.2.1 MLR model 
Multiple (multivariate) linear regression is a method in which two or more independent 

variables contribute to the variations of a variable, and is one of the most effective prediction 

methods; thus, it is widely used in researches that are aimed to investigate and predict a specific 

phenomenon. In such researches, regarding the independent variables, a regression relation is 

extracted, based on which the dependent variable is predicted. The general form of the equation 

is as follows [1, 10]: 

0 1 1 2 2 N NWL β β u β u β u      (1) 

where, WL stands for the piezometer’s water level (dependent parameter) and βi represents 

coefficients of the independent parameters and is estimated by sum of square error, and ui 

indicates the input variable vector [13].  

2.2.3 Decision tree models 
A decision tree represents a structure in which the leaves indicate classes (categories), and the 

branches indicate combinations of the attributes resulting in these classes. Decision trees classify 

the samples by sorting them in the tree from the root toward leaf nodes. Each internal node in the 

tree tests an attribute of the sample, and each branch coming out of that node corresponds to a 

possible value for that attribute. Each leaf node represents a class. Each sample begins from the 

root and after testing the attribute in this node, moves in the corresponding branch with regard to 

the attribute, and finally is placed in an appropriate class. This process is repeated regressively 

for each sub tree. The regression is completed when further separation is not useful anymore or a 

classification cannot be applied to all the samples existing in the obtained subset [14, 15].  

Decision trees are capable to generate attributes from the relations in a dataset, which are 

perceivable for human and can be used for classification and prediction. Decision trees are 

divided into four main groups, including classification trees, regression trees, classification-

regression trees, and cluster trees. In the present study, two types of these trees, namely 

classification and regression trees are used [15-17].   

2.2.3.1 Regression decision tree (RDT) 
Regression decision trees were first introduced by Breiman et al. [14] as a statistical model. 

These trees are based on the regression divisions of the training data in groups of similar cases. 
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The output of a medium decision tree is the observed output variable in each group. When there 

is more than one predictor, the best separator (distinction) point is calculated for each of them, 

and the factor resulting in the highest error reduction rate is selected; therefore, the inappropriate 

(irrelevant) predictors are automatically eliminated by the algorithm, so that error reduction for a 

separator in a low-importance predictor will be generally less than that in a more useful one. 

Other dominant characteristics of the regression decision trees include [17] : they are robust 

against outliers, require little data preprocessing, can handle numerical and categorical 

predictors, and are appropriate for modelling nonlinear relations, as well as interaction among 

predictors.  

 

Figure 3. Schema of structure of a regression decision tree 

 

Figure 3 shows a profile of a regression decision tree [15] . In order to improve precision of 

prediction, it calculates the re-substitution error, test sample error, and cross-validation error. 

The error is estimated by applying the data used for determining the structure of the predictor p 

and is calculated as the MSE (mean square error).  

    
N

2

i i

i 1

1
E p u p v

N 

    (2) 

Where, (ui, vi) indicates training samples, and i=1,2,3,…,N is divided into K subsamples in 

order to estimate the re-substitution error of sample X with size of N. Also, X1,X2,…,XK with 

approximate size of N1,N2,…NK from X-XK subsamples are used for making the predictor p. 

Finally, this error of the sample XK is calculated using the following formula: 
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Where, (
k

ip u ) is calculated from the subsample x-xk. The test sample error is divided into 

subsamples x1 and x2 with size of N1 and N2, and then is calculated using the following formula: 
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where, x2 is a subsample that is not used in the prediction structure.  

Finally, the output of each decision tree is calculated via the following formula: 
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Where, Nw(t) is the weight of data at t, wi is the value of the weighting variable for case i, fi is 

the value of the frequency variable, vi is the value of the response variable, and v
-
(t) is the 

weighted mean for node t. 

2.2.3.2 Classification decision tree (CDT) 
Classification decision trees are used to predict discrete data (Figure 4). In order to have a 

better classification tree, the classification process must have error freedom as much as possible. 

This means that final nodes of the tree should be as homogenous as possible regarding the 

predicted variable. For this purpose, a step-wise algorithm creates an optimal classification of the 

training data, in which both categorical and prediction variables are known and clear. At each 

step, all of the possible branches are tested and compared based on each explanatory variable. 

And finally, the selected branch introduces the optimal subset [16, 18, 19]. 

 

Figure 4. Schema of a classification decision tree 

 

Since various indices and methods have been proposed so far for determining the decision 

tree, accordingly various algorithms have been introduced as well, the most important of which 

is CART (classification and regression tree) algorithm that has been designed for quantitative 

variables, but meanwhile it can be used for any type of variable. This algorithm was first 

introduced by Breiman et al. [14]. In this algorithm, various indices are used as criteria for 

selecting the variables. One of these indices is the Gini Index (GI), the advantage of which over 

other indices is its higher computation speed. In the present study, the CART algorithm and GI 

were used for classifying and predicting the water level in piezometers [19]. 
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Where, GINIi is the GINI index of the child node i, Ni is the number of samples at the child node 

i, N is the number of samples at the parent node, Pj is the probability of class j at node i, and k is 

the number of classes. 

2.2.3 Artificial neural networks (ANNs) 
ANNs, with considerable ignorance, can be called the electronic models of the human brain's 

neural structure. In fact, the aim of creating a software neural network is, rather than simulating 

the human brain, to create a mechanism for solving the engineering problems inspired by the 

behavioral pattern of biological networks. These networks are capable to distinguish between the 

input patterns; thus, they can be used in a wide range of complex problems, including 

recognition of patterns, nonlinear models, classifications, etc. ANNs are divided into two main 

groups, namely recurrent networks, in which the loop occurs, and feed-forward neural networks, 

the structure of which lacks loops. Selecting the network's structure depends on the learning 

algorithm used for training of the network. A specific type of neural networks, known as FNN 3-

layer neural network, has been widely used for solving many of the civil engineering and water 

engineering problems[1 , 20]. 

2.2.3.1 Back propagation feed forward neural network 
There are various types of neural networks, the most important of which is the back 

propagation feed forward neural networks (BPFNN). Similar to other types of neural network, 

FNNs are composed of simple components, which are called neurons. Neurons are located in 

layers, and neurons of the adjacent layers are interconnected to each other via connectors of an 

independent unit (synapses), which transfer the information from one neuron to other ones. The 

input data are stored in neurons of the first layer (input layer), and the outputs are displayed by 

neurons of the last layer (output layer). All the layer located between the input and output layers 

are known as the hidden layers (Honric, 1991).  

The activation function is associated with layers, and its role is to scale and classify the 

output data of the layers. The most common types of activation functions include linear and 

sigmoid types. The linear activation functions are represented by the following general form: 

 f y y   (8) 

Two common types of sigmoid activation functions, which are used in these networks, 

include hyperbolic tangent function and logistic function. 
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The output of a neuron in the hidden layers can be such as the following pattern: 
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Output =   f y   (11) 

Where 
1

k

i i

i

y w x b


   , x1,x2,…,xk are the input signals, w1,w2,…,wk are the neurons' weights 

and b is the bias component. Figure (5) shows an FNN with 3 layers and S neurons in the input 

layer. The inputs are x=(x1,x2,…xk), which are collected at the hidden nodes along with weights. 

At the nodes, first, the signal is collected and then a nonlinear function is applied (e.g. 

hyperbolic tangent); finally, the output y appears under a linear function at the output nodes. 

 

Figure 5. Three-layer neural network used in the present study 
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   (12) 

where, s is the number of inputs, k is the number of hidden neurons, xj indicates j input elements, 

𝑤𝑖𝑗
(1)

 is the weight of the first layers between i hidden neurons and j inputs, 𝑤𝑖𝑗
(2)

 is the weight of 

the second layer between i hidden neurons and the output neuron, 𝑏𝑖
(1)

 is the base weight for i 

hidden neurons, and 𝑏𝑖
(2)

 is the base weight for the output neurons [1,21]. 

2.2.4 Optimization methods 
Optimization is indeed a method for utilizing the linear and nonlinear capability of the 

formulas in order to solve a wide range of problems and analyze the solutions [22]. In the 

present study, in order to optimize the weight values of the neurons of the ANN, the Levenberg-

Marquardt mathematical optimization method as well as PSO and HS meta-heuristic 

optimization methods was used. 

2.2.4.1 Levenberg-Marquardt mathematical algorithm 
Levenberg-Marquardt algorithm is a method to find the minimum of a multivariate nonlinear 
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function, which is used as a standard method for solving the least square problem for nonlinear 

functions. It is widely used in FNNs in order for reducing the errors by point reduction of the 

error curve's slope [23-25].  

Due to its effective role in accurate calculation of the weights' error, this algorithm has been 

considered and investigated as the most well-known and prominent training structure, and is 

currently used for generalizing the delta role (variations) in nonlinear activation functions and 

multi-layer networks. In Marquardt algorithm, the error function is minimized, while the size of 

the computational steps is small; accordingly, in order to reassure accuracy of the linear 

approximations, this objective was accomplished by the following modified error function [22]. 

           1

2
2

1

1

2

ek

j j j j j

wi

E e w w w w
 

 
     

 
  (13) 

Where,  is the parameter representing the step size, the minimum error, with regard to w(j+1) is 

expressed as following: 

     1

T T

jj j
W W Z Z I Z e


     (14) 

High values of  cause declination of the standard gradient, and its lower value inclines toward 

Newton method. 

2.2.4.2 PSO algorithm 
PSO algorithm was created by Kennedy & Eberhart [26] based on the collective movement of 

birds or a group of fish. PSO is an optimization sample capable to model the human population 

for processing the science, which is rooted in two main components of methodology, namely 

artificial life (such as groups of birds, schools of fish) and evolutionary counting (evolutionary 

computations). PSO algorithm is based on the assumption of the potential of movement in a 

space full of high-speed particles toward the optimal solution. It is a populated search method for 

optimizing the nonlinear functions [27] Furthermore, PSO extracts the best cooperation status, 

and uses it for optimizing the engineering problems. The particles simply follow the set of 

predetermined roles. PSO calculates the particles based on the performance capability, and then 

selects the particle with the best solution. The particle with best capability is selected as the 

trainer; subsequently, all the particles are trained by the selected particles. No two particles are 

similar, and instead they utilize other particles' attributes to improve their own performance [28].  

For each particle, two values of position and speed is defined, which are modeled by a 

location vector and a speed vector, respectively. These particles move repeatedly in the n-

dimensional space of the problem. Dimensions of the problem are determined by the number of 

parameters of the problems. The general form of the algorithm's equation is represented below 

[29]: 

             1 1 2 21ij ij ij ij gi ijv t wv t c p t x t c p t x t              (15) 

     1 1ij ij ijx t x t v t       (16) 

Where  j is the number of dimensions, i is the number of particles, t' is the number of repetitions, 

w is the inertia weight, 𝛾1 and 𝛾1 are random numbers in the range of [0,1], c1 and c2 are constant 

acceleration in the range of [0,2], and vij is usually limited to a certain range.  
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𝑣𝑖𝑗 ∈ [−𝑣𝑚𝑎𝑥. 𝑣𝑚𝑎𝑥], and if the search space is limited to [−𝑥𝑚𝑎𝑥. 𝑥𝑚𝑎𝑥], then 𝑣𝑚𝑎𝑥 = 𝑘𝑥𝑚𝑎𝑥 

with 0.1 ≤ k ≤ 1. Also, 𝑝𝑖𝑗(�́�) − 𝑥𝑖𝑗(�́�) represents the distance between the current location and 

optimal location of the i
th
 particle, and 𝑝𝑖𝑗(�́�) − 𝑥𝑖𝑗(�́�) indicates the distance between the current 

location and the optimal location of the i
th
 particle in the group. 

2.2.4.3 HS (harmony search) algorithm 
Harmony search, which is a heuristic algorithm imitating the musicians' structure for finding 

the best harmony, is widely used for solving the complex problems that cannot be solved by old 

methods. It has several advantages over previous optimization methods. It applies the last 

absolute mathematical features such as differentiability, continuity, and convexity [30]. 

According to the definition presented by Geem et al. [31], the HS algorithm is based on the 

minimum mathematical requirements and begins from probable random search; therefore, it does 

not require much secondary information. The vector introduces the final solution with regard to 

all the resulted vectors.  

In HS algorithm, the musician looks for the best harmony that has been arranged 

aesthetically. Accordingly, the optimizer algorithms look for the best status with regard to the 

objective function. Each musician is associated with the decision variable, and the musical 

instruments' beats are sorted based on the importance of the decision variable. The musical 

harmony at a certain time is associated with the leader vector in a certain repetition. The hearer's 

enjoyment is the final objective (output of the harmony). Furthermore, just like the stepwise 

improvement of the musical harmony, the solution vector in the algorithm moves toward the 

optimal solution in each repetition [32].  

Each musician has three options: (1) playing each pitch based on his own memory, (2) 

playing something similar to the given music, and (3) playing a new or random note. These 

explanations are generally expressed by the following formula [33]: 

 2 1new old px x b rand     (17) 

        min max minx i x i x i x i rand      (18) 

Where, xnew is the new solution after a certain beat, xold is the solution from memory of harmony, 

𝑟𝑎𝑛𝑑 ∈ [0,1], bp is the bandwidth vector, i is equal to 3, and xmin(i) and xmax(i) are the minimum 

and maximum values of i, respectively.  

3. Implementing and executing the model 

3.1 Preparing data 

To prepare the data, the entire data were divided into two groups, namely training data (80%) 

and test data (20%). The input data, including inflow, reservoir water level, sluice gate outflow, 

intake flow rate, dam total outflow were used to predict the piezometric water level. It should be 

noted that in order to challenge the models in the previous data unavailability conditions, 

simulation was performed based on merely the data of each month; since, in case of desirable 

evaluation of the models, it would be possible to use them for any time period regardless of the 

physical performance and historical data of the dam's piezometers and merely based on the input 

data of that month. 
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3.2 Evaluating model’s performance 
 In the present study, in order for evaluating the performance of the used models, several 

statistical indices, including MSE (mean square error), MAE (mean absolute error), and RMSE 

(root mean square error), and correlation coefficient (R) were used. 
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where, yi and mi represent the network's output and measured data for i elements, respectively, 

and y̅ and m̅ represent the mean of parameters, and NO indicates the number of them. 

3.3 Setting up the models 
 In the present study, in order to predict the water level in piezometers 20, 28, and 30, the 3-

layer neural network, regression decision tree, classification decision tree, and multivariate linear 

regression were used. Precision of any model is directly dependent on the input parameters; 

therefore, the input parameters included the monthly gathered data, including: evaporation, 

inflow, reservoir water level, sluice gate outflow, outflow, dam total outflow, and read water 

level of piezometers. The training data were considered as the basis of modelling for all the 

models. In order for modelling using neural networks, several neural networks with different 

architectures were taken into consideration. By considering different numbers of neurons in the 

network, the best state of the network was identified. Finally, by considering three neurons in the 

middle layer, the intended neural network was built, and performance of different transmission 

functions was compared. The neural network's parameters (weights and biases) were optimized 

using LM, PSO and HS algorithms. By initiating the weights and biases, the final values of these 

coefficients were extracted using the above-mentioned algorithms, and then these extracted 

values were used for modelling the neural network. The results obtained for different 

transmission function, considering three neurons in the middle layer, were evaluated so that 

these methods can be compared in the same conditions. In order for modelling via classification 

and regression decision trees, the intended models were constructed using the training data as the 

inputs; then, the performance of these models was evaluated using the test data. 

4. Results and discussion 
 Investigating the results obtained from modelling the ANNs shows that in terms of simulation 

all the three piezometers, the neural network with 5 neurons exhibited the best performance. 

However, performance of the transmission function in the hidden and output layers was different 

for each piezometer, the results of which are summarized in Table (3).  
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Table 3- Results of modelling ANN-LM in order to simulate water level variations of piezometers of 

Jiroft Dam 

Piezometer ANN-LM 

Train     Test 

MSE 
(m2) 

MAE 
(m) 

RMSE 
(m) 

R  
MSE 
(m2) 

MAE 
(m) 

RMSE 
(m) 

R 

20 

Tansig-Tansig 2.593 1.227 1.610 0.987  7.321 1.805 2.706 0.967 

Tansig-Logsig 2.646 0.982 1.627 0.987  4.113 1.580 2.028 0.988 

Logsig-Tansig 2.712 1.016 1.647 0.987  4.077 1.667 2.019 0.991 

Logsig-Logsig 1.964 0.872 1.401 0.990  10.029 1.656 3.167 0.960 

28 

Tansig-Tansig 5.596 1.589 2.365 0.968  20.565 3.550 4.535 0.911 

Tansig-Logsig 3.695 1.372 1.922 0.979  21.132 3.492 4.597 0.918 

Logsig-Tansig 3.251 1.151 1.803 0.982  16.542 3.040 4.067 0.921 

Logsig-Logsig 4.579 1.466 2.139 0.974  19.887 3.336 4.459 0.897 

30 

Tansig-Tansig 1.010 0.711 1.005 0.983  7.4383 2.063 2.727 0.918 

Tansig-Logsig 0.956 0.730 0.978 0.984  7.009 1.970 2.647 0.921 

Logsig-Tansig 1.046 0.746 1.023 0.982  6.780 2.035 2.604 0.935 

Logsig-Logsig 1.129 0.792 1.063 0.981  7.863 2.051 2.804 0.922 

 

For the piezometer 20, the transmission function log sigmoid for the hidden layer tan sigmoid 

for the output layer exhibited the best performance; however, for the piezometer 28, the 

transmission function of tan sigmoid for both hidden and output layers had the best performance. 

Besides, in the piezometer 30, again both hidden and output layers with transmission function 

tan sigmoid had the best solutions. Since the use of 3 neurons in the hidden layer in the neural 

network resulted in the best performance, in the combination of the neural network with PSO 

and HS algorithm, 3 neurons were used in the hidden layer as well, the results of which are 

presented in Tables (4) and (5). Here, again the transmission functions of the hidden and output 

layers were different for each piezometer. In the neural network-PSO algorithm combination, 

piezometer 20 with transmission function of tan sigmoid for the hidden layer and log sigmoid for 

the output layer, piezometer 28 with log sigmoid transmission function for both hidden and 

output layers, and piezometer 30 with tan sigmoid transmission function for both layers 

exhibited the best performance. Moreover, in the combination of the neural network with HS 

algorithm, piezometer 20 with transmission function of tan sigmoid in the hidden layer and log 

sigmoid in the output layer, piezometer 28 with tan sigmoid transmission function for both 

hidden an output layers, and piezometer 30 transmission function of log sigmoid for the hidden 

layer and tan sigmoid for the output layer had the best solutions.  
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Table 4- Results of combining ANN-PSO in order to simulate water level variations of 

piezometers of Jiroft Dam 

Piezometer ANN-PSO 

Train Test 

MSE 
(m2) 

MAE 
(m) 

RMSE 
(m) 

R  
MSE 
(m2) 

MAE 
(m) 

RMSE 
(m) 

R 

20 

Tansig-Tansig 4.926 1.567 2.219 0.976  3.614 1.494 1.901 0.991 

Tansig-Logsig 4.621 1.300 2.149 0.977  2.533 1.194 1.592 0.990 

Logsig-Tansig 9.422 2.275 3.069 0.953  8.796 2.355 2.966 0.974 

Logsig-Logsig 4.739 1.457 2.177 0.977  3.965 1.477 1.991 0.992 

28 

Tansig-Tansig 4.599 1.421 2.145 0.974  13.455 2.898 3.668 0.938 

Tansig-Logsig 4.721 1.473 2.173 0.973  16.013 3.105 4.002 0.913 

Logsig-Tansig 5.701 1.656 2.387 0.968  14.379 3.090 3.792 0.930 

Logsig-Logsig 5.611 1.511 2.369 0.968  11.549 2.736 3.398 0.945 

30 

Tansig-Tansig 3.475 1.424 1.864 0.956  3.253 1.374 1.803 0.948 

Tansig-Logsig 3.505 1.486 1.872 0.943  3.626 1.432 1.904 0.942 

Logsig-Tansig 3.043 1.389 1.745 0.949  3.412 1.444 1.847 0.945 

Logsig-Logsig 2.922 1.361 1.709 0.952  3.329 1.386 1.824 0.948 

 

 

Table 5- Results of combining ANN-HS in order to simulate water level variations of piezometers 

of Jiroft Dam 

Piezometer ANN-HS 

Train Test 

MSE 
(m2) 

MAE 
(m) 

RMSE 
(m) 

R  
MSE 
(m2) 

MAE 
(m) 

RMSE 
(m) 

R 

20 

Tansig-Tansig 8.997 2.212 2.999 0.955  7.928 2.297 2.815 0.965 

Tansig-Logsig 12.459 2.230 3.529 0.946  4.479 1.599 2.116 0.988 

Logsig-Tansig 16.502 2.767 4.062 0.933  5.909 1.929 2.431 0.975 

Logsig-Logsig 9.584 2.272 3.095 0.953  5.171 1.833 2.274 0.981 

28 

Tansig-Tansig 6.051 1.709 2.459 0.967  11.399 2.465 3.376 0.933 

Tansig-Logsig 4.731 1.513 2.175 0.974  14.659 3.044 3.829 0.934 

Logsig-Tansig 6.839 1.905 2.615 0.962  12.510 2.749 3.537 0.931 

Logsig-Logsig 7.794 1.948 2.792 0.958  16.840 3.370 4.104 0.927 

30 

Tansig-Tansig 2.593 1.226 1.610 0.960  5.381 1.689 2.319 0.919 

Tansig-Logsig 2.118 1.195 1.455 0.965  3.638 1.572 1.907 0.949 

Logsig-Tansig 3.311 1.369 1.819 0.951  3.107 1.385 1.763 0.949 

Logsig-Logsig 2.754 1.181 1.659 0.956  5.010 1.833 2.238 0.932 

 

Based on the results obtained from the two classification and regression decision trees, it was 
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concluded that the regression decision tree had the best performance for all three piezometers 

(Table 6).  

The results obtained from all methods are summarized in Table (6). The results shown for all 

methods calculated statistical parameters are at the suitable level, which implies that all soft 

computing technics predict water levels with high accuracy.  

 

Table 6- Comparing the performance of all the applied methods used in this study 

Piezometer MODEL 

Train Test 

MSE 

(m2) 

MAE 

(m) 

RMSE 

(m) 
R  MSE(m2) 

MAE 

(m) 

RMSE 

(m) 
R 

20 

ANN-PSO 4.621 1.300 2.149 0.977  2.533 1.194 1.592 0.990 

ANN-HS 12.459 2.230 3.529 0.946  4.479 1.599 2.116 0.988 

ANN-LM 2.712 1.016 1.647 0.987  4.077 1.667 2.019 0.991 

CDT 72.471 4.464 8.513 0.736  94.884 5.993 9.740 0.577 

RDT 4.725 0.887 2.173 0.976  13.987 1.767 3.739 0.948 

MLR 25.145 4.024 5.014 0.869  22.898 3.652 4.785 0.898 

28 

ANN-PSO 5.611 1.511 2.369 0.968  11.549 2.736 3.398 0.945 

ANN-HS 6.051 1.709 2.459 0.967  11.399 2.465 3.376 0.933 

ANN-LM 3.251 1.151 1.803 0.982  16.542 3.040 4.067 0.921 

CDT 22.438 2.753 4.736 0.908  41.285 4.842 6.425 0.784 

RDT 2.049 0.913 1.431 0.988  16.973 2.353 4.119 0.903 

MLR 12.372 2.946 3.517 0.928  19.802 3.801 4.449 0.884 

30 

ANN-PSO 2.922 1.361 1.709 0.952  3.329 1.386 1.803 0.948 

ANN-HS 3.311 1.369 1.819 0.951  3.107 1.385 1.763 0.949 

ANN-LM 1.046 0.746 1.023 0.982  6.780 2.035 2.604 0.935 

CDT 11.502 2.128 3.391 0.847  13.856 2.727 3.722 0.799 

RDT 0.475 0.417 0.689 0.992  3.345 1.173 1.829 0.940 

MLR 2.834 1.336 1.683 0.952  3.067 1.450 1.751 0.945 

  

The obtained results indicate that for piezometer 20, the best performance was related to the 

ANN-PSO method, while piezometer 28 and 30 exhibited their best performance with ANN-HS 

and MLR methods, respectively.  

In order to achieve a better understanding of the findings derived from the methods used in the 

present study, the obtained results are represented as dispersion diagrams for piezometers 20, 28, 

and 30 in Figures (6) to (8).  
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(a) (b) (c) 

   
(d) (e) (f) 

Figure 6. Results obtained from data-driven models in test stage for simulating piezometer 20 level 

variations; (a) ANN-PSO, (b) ANN-LM, (c) ANN-HS, (d) RDT, (e) MLR, (f) CDT 

 

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 7- Results obtained from data-driven models in test stage for simulating piezometer 28 level 

variations; (a) ANN-HS, (b) ANN-PSO, (c) ANN-LM, (d) RDT, (e) MLR, (f) CDT 
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(a) (b) (c) 

   

(d) (e) (f) 

Figure 8. Results obtained from data-driven models in test stage for simulating piezometer 30 level 

variations; (a) MLR, (b) ANN-HS, (c) ANN-PSO, (d) RDT, (e) ANN-LM, (f) CDT 

For piezometer 20, the best performance was obtained by combination ANN-PSO algorithm 

(considering RMSE criterion), while piezometer 28 exhibited its best performance in 

combination of ANN-HS algorithm. Besides, piezometer 30 showed its best performance by 

applying MLR method.  

The Man-Whitney test can be used to investigate two groups' dependence or independence 

from the observed data. The initial hypothesis (H0) is that the two groups of data are equal, and 

the hypothesis-1 is that the average of the two groups of data are not statistically equal at a 

certain confidence level. The correct hypothesis can be determined by calculating the p-value at 

the given confidence level (α); so that, if the p-value is smaller than α, the H0 (equality of the 

two groups) will be rejected, and otherwise it will be accepted. In the present study, in order to 

answer the question that whether or not different soft computing methods used in the study have 

statistically significant differences, it was attempted to statistically investigate the case and 

perform the Man-Whitney test, the results of which are provided in Table (7). 
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Table 7- Statistical investigation of results obtained via Man-Whitney method 

Piezometer Model p-value 
Significantly different 

(95%) 
Significantly 

different (99%) 

 

 

20 

Observed vs. ANN-LM 0.142 NO NO 

Observed vs. ANN-HS 0.156 NO NO 

Observed vs. ANN-PSO 0.872 NO NO 

Observed vs. CDT 0.136 NO NO 

Observed vs. RDT 0.979 NO NO 

Observed vs. MLR 0.433 NO NO 

 

 

28 

Observed vs. ANN-LM 0.483 NO NO 

Observed vs. ANN-HS 0.921 NO NO 

Observed vs. ANN-PSO 0.491 NO NO 

Observed vs. CDT 0.135 NO NO 

Observed vs. RDT 0.815 NO NO 

Observed vs. MLR 0.659 NO NO 

 

 

30 

Observed vs. ANN-LM 0.123 NO NO 

Observed vs. ANN-HS 0.736 NO NO 

Observed vs. ANN-PSO 0.533 NO NO 

Observed vs. CDT 0.106 NO NO 

Observed vs. RDT 0.921 NO NO 

Observed vs. MLR 0.831 NO NO 

 

In Table (7), the results of the data driven models obtained by various methods were 

evaluated using Man-Whitney test. The results in Table (7) indicate that in all the models used in 

this study there was no significant difference between the modelling methods.  

In this study, the hydraulics of governing equations for modelling the piezometric are actually 

captured by the black-box nature of the ANN models by adjusting synaptic weights in their 

structure. It is highly recommended to compare the results of numerical/mathematical methods 

for predicting the piezometric with the soft computing models. However, due to the limitation of 

having precise databases (such as hydraulic conductivity coefficient in the body of 

dam/foundation) for setting up numerical/mathematical, this could not be achieved in this study. 

4. Conclusion 
Soft computing is of special importance for solving the nonlinear problems. In this regard, the 

ANNs as well as their combination with meta-heuristic algorithms are highly regarded in solving 

the engineering problems. These networks are indeed powerful tools for optimizing the learning 

and generalizing the training samples; besides, they are among the most important soft 

computing sub-branches of the decision trees, which are commonly capable to predict and 

classify the quantitative and qualitative data and are widely used for solving the hydraulic and 

non-hydraulic problems.  

Moreover, they are among the major effective parameters in dams' stability as well as its 
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relevant problems; therefore, dam seepage monitoring and also dam surveillance are of special 

importance for the safety of the dam. On this basis, the present study attempted to investigate the 

prediction of water level of piezometers of double-curvature arch dam using feed-forward multi-

layer artificial neural network (FNN) with Levenberg-Marquardt optimization algorithm as well 

as PSO and HS algorithms along with classification and regression decision trees and 

multivariate linear regression model. Despite the appropriate performance of the methods used in 

simulating the piezometric water level variations, analysis of the statistical results of the used 

methods revealed the superiority of none of the method over the other ones.                
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